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1 Executive Summary

This document presents the Strategic Research Agenda (SRA) in the area of cybersecurity, as developed by Working Group 3 (WG3), Secure ICT Research and Innovation, for the EU Platform on Network and Information Security (NIS), in the period September 2013 – August 2015.

This SRA complements and underpins the EU NIS Strategy, and provides input to the secure ICT Research & Innovation agenda at national and EU levels, including the Horizon 2020 programme. It is the main outcome of NISP WG3 on “Secure ICT Research and Innovation” and is intended to be a living document also referred to by other NISP WG (i.e. WG1 on Risk Management, and WG2 on Information Exchange). Other deliverables from WG3 (i.e. Secure ICT Landscape [NISL15], Snapshot of Education & Training landscape for workforce development [NISE15] and Business Cases and Innovation Paths [NISB15]) were used as input to shape this SRA, each of them providing insights on relevant topics and its own added value.

As stated on the Cybersecurity Strategy of the European Union: An Open, Safe and Secure Cyberspace, over the last two decades, the Internet and more broadly cyberspace has had a tremendous impact on all parts of society. Our daily life, fundamental rights, social interactions and economies depend on information and communication technology working seamlessly. An open and free cyberspace has promoted political and social inclusion worldwide; it has broken down barriers between countries, communities and citizens, allowing interaction and sharing of information and ideas across the globe. In addition, the global economy is rapidly becoming digital.

Therefore, the European Commission proposed a Digital Single Market Strategy for Europe, in which the free movement of goods, persons, services and capital is ensured and where individuals and businesses can seamlessly access and exercise online activities under conditions of fair competition, and a high level of consumer and personal data protection, irrespective of their nationality or place of residence.

However, a secure cyberspace is vital for a healthy digital market, given that risk alone undermines trust and confidence in the [global] digital economy, reducing its potential value by as much as $3 trillion by 2020.

Based on the above, the following vision guided the SRA development.

Individual needs and fundamental rights should be placed at the very centre of how we design, manage and control network technologies and ICT. Networks and ICT should be designed to consider, from the perspective of the individual, each of the following characteristics: diversity, control (e.g. user empowerment), privacy, fairness, democracy, freedom of expression and safety. The concept of individuality includes being able to ‘individualise’ according to people’s differences. Individual rights (and duties), for example of ordinary people and consumers, must be respected, while transparency (without intrusiveness) must be provided at all times. The social, legal and regulatory aspects of security and privacy need to be investigated through interdisciplinary endeavours.

Future digital technologies and the Internet will not only be an ever more present extension of ourselves, but will eventually also be part of us. This will take us closer to a global digital civilisation that can bring benefits to all. Resilience is key for a functional digital civilisation. This civilisation must be empowered to manage and balance the risks it faces according to its own requirements, in the same way that physical civilisations do. Resilience also involves empowering people collectively to make decisions on security and privacy. Such decisions could concern privacy requirements, for instance, and be based on the preference of a group of people. Instead of working out their own preferences, many people will rather choose to trust those of a particular group. Protecting the collective interest of organised individuals, institutions and businesses in digital interconnected societies is hence crucial. This can be thought of as the ‘supply side’ of the digital civilisation.

Finally, as far as the vision is concerned, future infrastructure processes and resources in almost all areas will themselves be based on ICT infrastructures. They will be adaptive, decentralised, collaborative and efficiently controlled. Such infrastructures must be safe, reliable, predictable and
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always available. They must also operate confidentially, protecting privacy by resisting and reacting to
cyber incidents in real time. Furthermore, users should have permanent access to information enabling
them to check the trustworthiness of the infrastructure and its services (even if partly compromised).

In this document, ‘end user’ refers to all those who use ICT with a view to making cyberspace more trustworthy
in the context of existing legal frameworks. They include consumers, private individuals, industry, small and
medium-sized enterprises (SMEs), law enforcers and public security agents. In this respect, the technologies
envisaged in the SRA are aimed at delivering the vision set out above while preserving European values.

The end users, in all their dimensions, are well represented in the three layers of the SRA. These are: the
individual layer, comprising consumers and ordinary people; the collective layer, where civilisation principles
must be respected by all kinds of organisations and guaranteed by European security players; and the
infrastructure layer, which aims at ensuring the protection of our critical infrastructures by several different
agents.

After an initial cross-analysis of these different layers, the following research priorities emerged: Fostering
assurance; Focussing on data; Enabling secure execution; Preserving privacy; Increasing trust; Managing
cyber risks; Protecting ICT infrastructures and Achieving user-centricity.

The result of empowering end users (individuals, SMEs, public security agents) through technology will ensure
a more trustworthy cyberspace. Legal frameworks will have to adapt and evolve together with new technology.

ICT is ubiquitous, critical and pervasive. While this document focuses on digital security, a secure and
trustworthy cyberspace is also required in many other areas, from crisis management to urban security.

Stakeholders in one or more of the areas described may find insights for their own specific interests in the
corresponding sections of this document.
2 Introduction

2.1 Context and motivation

This document presents the Strategic Research Agenda (SRA) in the area of cybersecurity, as developed by Working Group 3 (WG3), Secure ICT Research and Innovation, for the EU Platform on Network and Information Security (NIS).

In 2013 the EU launched its cybersecurity strategy to increase Member States’ preparedness for possible cyber attacks capable of harming the EU and its economy. It is estimated that, worldwide, over a million people fall victim to cybercrime every day. The global cost of cybercrime was estimated at Euro 313 billion in 2011. According to a recent survey in Europe, 75% of the businesses contacted say cyber attacks have been a concern for some time or that they are an increasing concern. The majority of respondents believe that their organisation has been the victim of a targeted attack, with a full 30% reporting a significant business impact.

In this document WG3 identifies the key challenges and desired outcomes in terms of innovation-focused, applied research for cybersecurity. It proposes new ways to promote truly multidisciplinary research that fosters collaboration between researchers, industry and policymakers, and recognises the difficulties faced by some segments, such as SMEs, in engaging with traditional research mechanisms.

Given the variety of the challenges and the diversity of the players involved in cybersecurity, privacy and trust research, WG3 also served as a facilitator for the coordination of related activities.

Beyond the scope of the Horizon 2020 research and innovation programme (H2020), WG3 should also help identify the elements of a possible European industrial strategy for cybersecurity. In addition it should look at ways to increase the impact and commercial uptake of research results in the area of secure ICT, including the use of innovative financial instruments and funding methods as well as new business models.

WG3 currently has more than 180 members. Its membership is balanced between industry representatives and scientific and academic researchers, on the one hand, and representatives of Member States and policy, economic and legal experts on the other.

The main objectives of WG3 are:

1. To map the current research landscape by identifying relevant stakeholder groups, national and EU research and innovation programmes in cybersecurity, trustworthy ICT and privacy, and prospective markets. This has resulted in two products:
   a. A comprehensive report on the state of the art in secure ICT and the research landscape [NISL15].
   b. An extensive report on business cases and innovation paths [NISB15].

2. To produce an analysis of the higher education and training courses in cybersecurity available in Europe and beyond. This has resulted in the following report:
   a. A snapshot of the education and training landscape for workforce development [NISE15]

3. To identify the possible scenarios for cybersecurity in the medium-to-long term (e.g. to 2020); to investigate the research, innovation, technological and educational challenges involved in addressing these scenarios successfully from technical, social and economic perspectives. This document represents the fourth product:
   a. The Cybersecurity Strategic Research Agenda (SRA) of the EU NIS Platform. It includes knowledge gathered in the above reports and is intended to be a dynamic document.

---
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2.2 Methodology of the SRA

The findings in this document have been obtained in various ways. WG3 organised several expert meetings to structure its activities and prepare the main products in line with the objectives set out above. In particular, SRA brainstorming sessions were organised where WG3 members were asked to set out their visions of developments they hoped to see in the period to 2020.

The initial material produced was processed and three main areas of interest (AoIs) emerged, with the following (tentative) titles:

1. Individuals’ Digital Rights and Capabilities (Individual layer)
2. Resilient Digital Civilisation (Collective layer)
3. Trustworthy (Hyperconnected) Infrastructure (Infrastructure layer)

Three subgroups were formed to elaborate the AoIs. They were asked to address the following questions:

4. What is your vision for your AoI in the long term?
5. What are the main issues and challenges for your AoI?
6. Who are the enablers/inhibitors of the vision (from a technological, policy, organisational perspective)?
7. What research gaps need to be covered in the coming years?

In an initial phase, the three AoI groups worked in parallel to formulate their respective outcomes. Each group identified the main challenges and research gaps from its own perspective. The findings per AoI can be used in several ways by ‘single-interest’ stakeholders.

The initial drafts for each AoI were cross-analysed to identify common enablers/inhibitors/gaps across the different areas as well as possible conflicts (for example, an enabler for one AoI becoming an inhibitor for another).

It is recommended that the main findings of the cross-analysis be used to prioritise the research and innovation gaps to be addresses on the basis, for instance, of the criterion of commonality.

The results of the subgroups’ work and of the cross-analysis phase have been validated through open consultations within and outside WG3.

2.3 Structure of this document

The structure of this document reflects the methodology used. The three following sections describe the main findings for each AoI and answer the main questions raised above.

Section 6 describes the cross-analysis outcomes and presents the possible prioritisation of the research activities.

Section 7 considers a broader perspective that also takes policy, economic, social and educational aspects into account, since innovation is key for H2020. This section summarises the main outcomes of the other WG3 products, namely the report on business cases and innovation paths and the report about education and training. Overall it is recognised that enhancing cybersecurity is a complex process that concerns the EU on several levels, not just in technological terms.

Section 8 contains some concluding remarks.

It is also worth noting that this document includes as annexes several other research agendas from other sources and that it is complemented by WG3’s three other deliverables, i.e. [NISL15, NISB15, NISE15].

2.4 Status of this document

This document should be considered a candidate final revision version provided by NIS-WG3 for wider consultation also outside NIS WG3 community.
3 Area of Interest 1: Individuals’ Digital Rights and Capabilities (Individual layer)

3.1 Description of the AoI 1’s vision

Information and Communication Technologies (ICT) and related services are coming ever closer to people under paradigms like mobility, ubiquity, and personalization [RAN13]. Related and partially overlapping paradigms are universal connectivity, thin client cloud computing and the Internet of Things. All these paradigms are triggering the creation of more and more data about users, e.g. movement and other behaviour profiles. People notice, that it is increasingly difficult to lead one’s life without generating data of one or the other kind, often without exactly knowing, where the data are selected, stored and processed.

At the same times attacks by large state organisations on security and privacy protection of ICT services and infrastructures of all kind are discussed more openly, especially since the recent disclosures of international spying and massive surveillance activities. For some experts the revelations were no news, but for many people the dangers of undetected tampering of systems and of gathering, analysis and manipulation of information are now becoming so obvious, that their trust into ICT infrastructures and their operators is massively reduced.

This lack of trust is not only an individual problem of the people not trusting ICT, ICT services or the respective providers. It is also not just a problem for the providers, who feel the lack of trust as a loss of customer acceptance and revenue. The problem is that even the functioning of democracy is at stake. In several European countries, the fundamental right of “Informational Self-Determination” has been assured and it has been warned to beware of a “chilling effect” on citizens’ participation in democratic processes: A person who is uncertain as to whether its behaviour is being taken note of and that information being used or transferred to others will attempt to avoid standing out through its behaviour. Persons who assume, for example, that attendance of an assembly or participation in a citizens’ interest group will be officially recorded and that this could expose them to risks will possibly waive exercise of their corresponding fundamental rights. This would not only restrict the possibilities for personal development of those individuals but also be detrimental to the public good, as self-determination is an elementary prerequisite for the functioning of a free democratic society based on the freedom of action and participation of its citizens. These concepts are echoed by the Charter of Fundamental Rights of the European Union [EC00], especially its Articles 6, 8, 11, and 21 on liberty and security, protection of personal data, freedom of expression and information, and non-discrimination.

Civil security is not only to be an important pillar of these fundamental rights, it is also dependent on them. Individuals, who do not know, what is known about them, are easily prone to blackmailing by, e.g. organized crime to other forms of corruption. Only citizens with the courage to stand out if needed, e.g. to make a statement as part of a police investigation and to keep it up in court later, are a reliable partners in protecting the values and the security of their society.

Consequently AoI 1’s vision is that individuals' needs and fundamental rights are placed at the very centre of how we design, manage, and control network and information and communications technologies. Networks and ICT should be designed to take into account each of the following from the perspective of the individual: diversity, control (e.g. user empowerment), privacy, fairness, democracy, freedom of expression, safety. The concept of individuality includes being able to ‘individualise’ according to the differences of people. Individual Rights (and duties) of e.g. citizens and consumers must be respected and transparency (without intrusiveness) must be provided at all times. Social, legal and regulatory aspects of security and privacy need to be investigated in an interdisciplinary research context. There is the need for thorough research addressing some fundamental weaknesses in current ICT architectures, e.g. the difficulties to control information flows. Also there is need for infrastructures that are resilient against overly swift actions from large actors, which can be achieved by storing less data or by being distributed wisely. In any case, the subject of trust and the relation between trust and security needs to be researched more thoroughly.

3.2 Description of the issues and challenges
3.2.1 Technical challenges

Eight major technical challenges were identified. In the following, they will be discussed using the example of a smartphone device, as these devices tend to be the most popular devices to access the Internet:

1. **Interoperability issues**: Technical challenges consist at first glance mainly of interoperability issues. Therefore technical standards need to be improved, e.g. for the following two aims:

   a. Proper protection of contactless (and at the same time seamless) communication by mobile phones: For example Near Field Communication (NFC) is designed to enable users to seamlessly share content between digital devices, pay bills wirelessly, or even use their mobile phones as an electronic travel ticket via existing contactless infrastructures already in use for public transportation. However only some of the underlying technologies are standardized, e.g. in ISO/IEC 14443 providing the physical layer for contactless communication over a very short range and in ISO/IEC 7816 providing the respective logical layer. So the implementations of NFC and RFID are in general not implemented in a fully compatible manner. Moreover there are more and more standardisation bodies active in the field: While RFID standards are coming from classic standardisation bodies, NFC standardization is performed in so called “industry for a” as the NFC forum. Consequently, the plethora of standardisation organizations and standards causes additional interoperability issues.

   b. Proper protection of applications transferring data from one device to another device across boundaries: Smartphones make it easy to load new applications (“Apps”), which are then heavily used for data communications. The applications deployed there must guarantee privacy and integrity of the information they handle to protect the data of their users, e.g. via access control. Hence, their integrity and compliance needs to be protected.

2. **Protection of individual communication among citizens**: Besides the interoperability issues the individual communication between citizens needs to be protected. Smartphone users are exposed to various threats when using their phone. Just in the last two quarters closing 2012, the number of unique mobile threats grew by 261%, according to ABI Research. These threats can disrupt the operation of the smartphone, and transmit or modify the user data. For these reasons, the applications deployed there must guarantee privacy and integrity of the information they handle. In addition, since some apps could themselves be malware, their functionality and activities should be limited (for example, restricting the apps from accessing location information via GPS, blocking access to the user’s address book, preventing the transmission of data on the network, sending SMS messages that are billed to the user, etc.).

3. **Scaling (up & down) of storage systems**: Scaling (up & down) of storage systems and how it relates to interoperability needs to be understood better. Scaling up a storage system in a mobile phone may imply the use of virtualization techniques, which are already e.g. used for ARM Platforms in the context of Android mobile phones. As well the storage system could be partly remote, e.g. by use of a cloud service. All of these scaling options have security and privacy implications that need to be analysed and addressed.

4. **Standardization for user friendliness**: User friendliness (interoperable user interfaces) has to be an issue for standardization. This must also take into account accessibility requirements.

5. **Security and Privacy by default**: Assurance of security and privacy related properties should be accomplished by the system, so that the end user does not need to be aware and familiar with the protection measures. Smartphones are devices for data management; therefore, they may contain sensitive data like credit card numbers, authentication information, private information, activity logs

---

7 Bluetooth communication is another already well-used communication method between mobile phones. The significant advantage of NFC over Bluetooth is the shorter set-up time. Instead of performing manual configurations to identify Bluetooth devices, the connection between two NFC devices is established at once (under a 1/10 second). Due to its shorter range, NFC provides a higher degree of connectivity than Bluetooth and makes NFC suitable for crowded areas where correlating a signal with its transmitting physical device (and by extension, its user) might otherwise prove impossible. NFC can also work when one of the devices is not powered by a battery (e.g. on a phone that may be turned off, a contactless smart credit card, etc.).
(calendar, call logs) as well as information regarding availability. By attacking a smartphone, one can limit access to it and deprive the owner of the service.

6. Avoid that users are spreading their identity all over the web, instead enable partial identities: Users need to be able to separate their identities for different aspects of life into different partial identities (cf. ISO/IEC 24760\textsuperscript{8}). However, smartphones are highly customizable, so the device or its contents can often be associated easily with a specific person. So users need to be able to split these custom profiles in a way that keeps their partial identities partial. Other innovations in security and privacy through anonymization or pseudonymization of partial identities, such as through tokenisation or use of purely ephemeral data could also be utilised over smartphones.

7. Avoid the correlation of data so that individuals' data cannot be correlated or subsequently analysed (avoid the Big Data problem). Correlation of data and subsequent analysis can lead to unwanted profiles of individual behaviour and have a chilling effect on citizens exercising their democratic rights.

8. Classification of security levels with a basic provable interoperable level for all communications devices: There is a need for a classification of security levels with a basic provable interoperable level for all communications devices. For example, the EU (eIDAS) regulation on electronic identification and trust services for electronic transactions in the internal market from 2014 [EP14] defines (in Article 8 (2) of this regulation) 3 Levels of Assurance (LoA) for eID tokens, namely low, substantial, and high. In Reasoning 16 these 3 LoAs are roughly mapped to the three highest levels of ISO/IEC 29115:2013 (namely medium, high, and very high). Unfortunately, the respective Implementing Act on LoAs did not get consensus during the voting process and there is a pending decision delaying the eIDAS implementation and potentially endangering the eIDAS roadmap. The core of the conflict is, that the eIDAS LoA “high” was connected with a mandatory certification according to the Common Criteria for IT Security Evaluation (ISO/IEC 15408) by some countries, stating: "The electronic identification means is certified according to ISO/IEC 15408 to protect against duplication and tampering against attackers with high attack potential."

a. It needs to be investigated whether one of these ISO/IEC 29115 levels could be the appropriate level for setting the basic LoA for all communication devices and systems or whether the LoA is different per use case. A more thorough analysis is needed to ensure mutual acceptance across all Member States. Moreover, ISO/IEC JTC 1/SC 27/WG 5, which is responsible for ISO/IEC 29115, has started a Study Period to improve, among other issues, applicability.

b. In addition, the assurance level (at least EAL 4+ as defined in ISO/IEC 15408) should be used.

### 3.2.2 Societal challenges

Four major societal challenges were identified:

1. Digital divide/inclusion: The digitalization of society moves forward at an ever increasing pace. With the rapid spread of digital communication, mobile devices, mobile internet and the Internet of Things, more and more services become possible and are integrated into our normal life. This concentration of (often very complex and interwoven) technologies increases the risk of a digital divide and the exclusion of parts of the society. While there has been significant progress in terms of user-friendliness of technology in recent years, many challenges remain, e.g.:

   a. Usability and Manageability: Technology that is relevant for ordinary individuals needs to be usable and manageable without a specialized education and needs to be accessible for people with disabilities as well. This also refers to information security since the level of achievable security should not depend on technical skills, educational background, or any impairments of a user.

   b. Freedom to opt out of specific technologies: Since it is part of the freedom of an individual to choose how intensively digital technologies will be used, there should always exist alternative, i.e. non-digital options for using modern services. As an example, filling out tax forms by hand and returning

---

\textsuperscript{8} http://www.iso.org/iso/home/store/catalogue_tc/catalogue_detail.htm?csnumber=57914
paper copies should still be available for citizens who prefer this. The state should not raise the burdens for citizens who want to communicate with the state in alternative ways. Individuals should have the freedom to continue using traditional non-digital, non-connected technologies without losing options they are used to have.

2. **User empowerment over their personal data**: One of the fundamental assumptions of every modern privacy policy is the user-centric control over their personal data. Users shall be enabled to decide if and how their personal data will be used for a specific service and they should be in control over the usage and spread of their data at any time. The protection of personal autonomy is also a key issue here, i.e. not being confronted with automatic decision making on the basis of predictive analysis or algorithms applied to one’s digital data/online profile (e.g. price of one’s car insurance being made dependent on one’s online behaviour which – according to the algorithms – shows that one belongs to the category of ‘reckless drivers’). No processing of personal data should occur without explicit user consent. This requires a very high level of transparency and includes the possibility for the user to opt-out at any time during a communication or transaction. While this principle is heavily propagated on a regulatory basis (e.g. the new EU data protection regulation proposal), the actual enforcement in everyday life remains a challenge. This includes issues concerning user awareness, transparency, cross-border enforcement (e.g. which jurisdiction applies for worldwide available services), the role and responsibility of digital intermediaries such as search engines, the impact of Big Data technologies, the “right to be forgotten”, etc. In the context of Big Data technologies, the information that can be gained from metadata is an example where the principle of user-centric data control can be undermined significantly. User awareness is a fundamental prerequisite for enabling individuals to manage their personal data properly. While the use of many “free of cost” services seems attractive for the user, the actual value of personal data and possible consequences of their spread may not be perceived or understood. This is partly due to missing personal and societal experience on personal data usage in the digital age as well as a missing educational background but also to ambiguous terms and conditions used by e.g. social media providers.

3. **Balance of “digital rights” vs. “classical rights”**: With the new possibilities of digital technology the prioritisation and enforcement of individual rights has seen a dramatic transformation. Social networks, blogs, fora and other communication channels have put classical rights like freedom of speech and privacy into a new context. This leads to the need to balance these rights in a way that did not exist before. As an example, the “right to be forgotten” in the context of removing entries with personal data from a search engine has triggered an intensive discussion about a potential violation of the freedom of speech and the freedom of the media. As another example, the intensive discussion about intelligence services’ surveillance in the internet has revealed the need to balance individual rights, like privacy, against societal requirements like national security. The same applies on a lower level for each individual digital service where a balance between anonymity on the one side and trust and security on the other side has to be found. Other rights, like the copyright, are harder to enforce in the digital context and require new security technologies to enable proper law enforcement without significantly limiting the usability of the services and the privacy of users. These balances are complicated further across a Union of 28 Member States, where national legislation and even variations in the transposition of European Directives can cause discrepancies between the prioritisation of rights amongst nation states relying upon each other’s mutual assistance in the preservation of rights.

4. **Establishing trust into electronic services**: Many classical transactions of the analogue age like handwritten signatures and cash payments have built up significant trust over a long period. On the other hand, their digital equivalents like electronic signatures or mobile payments still need to establish a comparable trust level in large parts of the society. This is due to missing long-term experience and lack of knowledge on the user side as well as due to the complexity and missing transparency of the technologies. Individuals need to be empowered to develop trust into these technologies and services and need to develop an awareness of their security.

### 3.2.3 Political and governance challenges

Four major political and governance challenges were identified:

1. **Preserve rights and societal values of the physical world in the digital world, where...**
appropriate: Rights and societal values of the physical world have shaped society since the beginning of civilisation. Some of these rights and values are difficult to protect in the digital world. Still they should not be removed or replaced in a merely accidental process, but be considered appropriately. Relevant issues are:

a. Consider, that concepts like “ownership”, “means of production”, and “copyright” may be different in the digital world compared to the physical world.

b. Understand the potential effect of digital rights on society.

c. Consider the impacts of public goods, creative commons, open source, and crowd sourcing on society.

2. Trust in governance of surveillance systems: Surveillance systems are not trusted by European citizens, as it is unclear, what purposes they really serve and where the data are delivered. As a minimum the two following challenges are to be met (not only in principle but in enforced practice), if one wants to gain more trust:

a. Personal data and information will neither be captured nor be analysed without the knowledge and consent of law-abiding citizens;

b. Technology, that is inherently able to perform permanent surveillance (such as computers and networks with storage capabilities including Internet, pervasive computing, mobiles, apps, sensors and CCTV) is to be built in a way, that it helps people and does not harm them.

3. Concentration of strategic ICT resources outside of Europe: In many fields of ICT (e.g. operating systems, encryption schemes, production of chips, operation of mail servers) major resources are concentrated outside of Europe. The challenges are to regain or maintain European influence in these areas to avoid, that the European ICT infrastructure is dependent on building blocks, Europe cannot influence. The move towards greater adoption of international standards, in particular with the United States, has been accepted as one of the new European Commission President’s five key drivers for the next five years, but the difficulty in achieving this is equally highlighted by his caveat that data protection standards are not to be ‘sacrificed on the altar of free trade’.

4. Need for agile policy making based on flexible and harmonized governance structures: Policy making must take into account the fast pace of change of ICT based solutions and applications. Deployment of ICT solutions often causes societal problems that are not anticipated and when they are addressed, it is often too late to really fix the problem. For instance, it is well known that IP addresses cause privacy issues but it is also known that it is virtually impossible to fix this. Another issue is harmonization between policy makers when their jurisdictions cover ICT infrastructures only partially.

3.2.4 Educational challenges

Three major educational challenges were identified:

1. Education on privacy and related issues adapted to stakeholders: Stakeholders dealing with ICT must understand the associated privacy issues, e.g. kids that use smart phones and social networks must understand what is at stake, policy makers must understand privacy issues, and associated ICT measures, ICT designers must understand privacy-by-design. We are in a situation where we must teach the teachers, i.e. school teachers, policy making professors and, ICT teachers must be educated.

2. Responsibility for continuous education and raising awareness campaigns: Continuous education and raising awareness campaigns seem to be of major importance, as ICT and its applications are changing so quickly. It is however unclear, who can take responsibility for these activities and would have the resources needed.

3. Bringing Massively Open Online Courses (MOOCs) to the same level as real-life in-class courses: MOOCs are often seen as a chance to improve the level of education, especially in
educationally disadvantaged areas, where not much education is provided. However, building the necessary trust and learning about trust issues is not trivial if communication only takes place in a mediated form. Therefore bringing Massively Open Online Courses (MOOCs) to the same level as real-life in-class courses is a challenge from quality and certification perspectives.

3.3 Identification of Technology, Policy and Regulation enablers / inhibitors

3.3.1 Enablers (Technology, Policy, and Regulation)

3.3.1.1 Public authorities and regulation

Four different types of enablers related to public authorities and regulation were identified:

1. ISPs, public authorities, and the Internet
2. Transparency, clear regulation, enforcement
3. Awareness on values, particularly among the youngest generation
4. Encouragement of privacy/security by design (via the typical "toolbox": prescription, financial support, public procurement etc.)

3.3.1.2 Technologies for privacy and security

1. Policy-based technologies for improving compliance with the respective policies (e.g. policies demanding the appropriate use of encryption techniques):
   a. Built-in security, privacy, and safety where possible;
   b. Tools for analysing privacy risks and/or the degree of compliance with the respective policies;
   c. Methodologies for refining policy-based requirements, in case the technological development demands such a refinement;
   d. Scalable security levels or flexible security profiles of the respective technology to allow options for policy-makers and to enable policy-based decisions.

2. Personal Identity Management
   a. Avoid, that users are spreading their identity data all over the web;
   b. Partial Identities appropriate for the respective context and not giving more identity data (attributes) to the respective Relying Party than needed through data minimization (e.g. not giving away the data of birth, when only assurance is needed that a user has reached the legal age), or by utilizing ephemeral data of no subsequent value (e.g. tokenization of payment data to merely give an 'authorized' 'not authorized' response rather than any actual card/customer data);
   c. Derived credentials (e.g. Privacy-ABCs or special eIDAS tokens, see ISO/IEC 19286 on secure elements enabling protocols and services ensuring privacy), so that users can (re)calculate the credentials they need by themselves based on the basic credentials they received from their identity service providers (to reduce the dependence from identity service providers).

3. Data usage control, that enables individuals to control the use of "their" data
a. Sticky Policies (policies that accompany data sets, when they are transferred from one data processor to another data processor) to enable users to define which use of data they allow and to enforce this even beyond the boundaries of one data processor.

b. Technologies to disable the correlation of data and ensure, that individuals’ data cannot be correlated or subsequently analysed via e.g. Big Data mechanisms.

4. Technologies, that reduce the chances and the impact of users giving up their privacy involuntarily

a. Privacy by default so that the end user does not need to be aware and familiar with the security measures but that the system ensures privacy related properties;

b. Tangible security technologies secured by e.g. hardware protection, that people can easily recognize and understand (like classic home keys);

c. Protected messaging, e.g. an easy-to-use system, that enables sending email and similar messages without the risk to be tapped.

5. Methodologies and tools to enable Privacy/Security by design

a. Tools to explain the trade-offs and privacy impacts of demands to achieve certain security goals (e.g. access control), that contribute to privacy impact assessment documentation;

b. Tools to enforce the principle of minimum-privilege, e.g. need-to-know;

c. Tools to enforce the separation of data and the execution of apps;

d. Tools for accountability and auditability.

6. Downscaling-engineering of existing systems

a. Tools and Methods to reduce complexity

b. Reduces the probability of errors and undetected system weaknesses

c. Makes evaluations easier

7. End-to-end trustworthy networks, products, and services or apps

3.3.1.3 Standardisation and evaluation

Three different types of enablers related to standardisation and evaluation were identified:

1. Good standards and common norms as the basis for development:

a. Improving standard services to enhance the security level of online services e.g. in banking or retail;

b. Defining a basic security level, that can be proven and is interoperable for all communications devices;

c. Promoting privacy, security, and trust through standards and public procurement;

d. Making standardization a more participatory and transparent process where individuals’ concerns and priorities can be included in addition to companies' and governments' preferences.

2. Ease evaluation by downscaling-engineering of existing systems to reduce complexity.

3. Ecosystem for products and services (including online services) to enable effective evaluation-based feedback loops on the quality of the respective products and services.
3.3.2 Inhibitors (Technology, Policy and Regulation)

3.3.2.1 Public authorities and regulation

Nine different types of inhibitors related to public authorities and regulation were identified:

1. Lack of incentives for companies
2. Lack of regulatory framework to support ecosystem
3. Lack of regulation and enforcement
4. National Regulatory conflicts between preservation of privacy and requirement to report
5. Intra-jurisdictional regulatory conflicts between Member State interpretations of rights
6. Surveillance by governments may lead to surveillance by design rather than privacy or security by design
7. Profitability of violating security & privacy (market failure because of wrong incentives)
8. Identity economics not respecting the rights of the identity holders
9. Cost benefits analysis, leading to the expectation to have services “for free”

3.3.2.2 Technologies for privacy and security

Four different types of inhibitors related to technologies for privacy and security were identified:

1. Complexity of systems (TLS/https works in principle, but is difficult to understand for non-expert individuals, and difficult to implement and test even for experts)
2. Complexity of individual security
3. Lack of social aspect in computer security. As a general point, lack of multi-disciplinary practice.
4. Data usage control: it is not clear which data are being collected by whom without transparency, accountability, responsibility.

3.3.2.3 Standardisation and Evaluation

Three different types of inhibitors related to technologies for privacy and security were identified:

1. Lack of awareness or political support for cross border interoperability, plethora of national and industry standards needing to interoperate (e.g. NFC above and at 3.4.1.1/1 below)
2. Standard chaos, need of EU crypto standards: One issue is the lack of pre-standards, or specifications that are not yet fully standardized but already benefit from some consensus within a community. For instance, a new Privacy Enhancing Technology (PET) that is still at a proof-of-concept level could be pre-standards that would be used by a wider community of research projects.
3. No transparency of functionalities.

3.4 Gap analysis (tech., policy, regulation, and competences) for achieving the vision
3.4.1 Technical, security, standardisation gaps

Eight technical, security, and standardisation gaps were derived from the analysis of the challenges, enablers and inhibitors. They are discussed in the following subsections.

3.4.1.1 Gap 1: Secure computing in untrusted platforms

Given the many legacy systems in wide use today one technology gap is the aim for secure computing in untrusted platforms. This gap is discussed using the example of mobile phones and possible enhancements of those phones. The rationale for this example is that as mobile phones have to be considered insecure, but are important and wide-spread platforms for individual users for accessing the Internet and even for organizing their lives. Several aspects need consideration:

1. Availability of seamless connectivity. Connectivity needs to be guaranteed between all the different types of NFC Devices, e.g. smartcard (ISO/IEC 14443) and smartphone (NFC Forum), as the NFC forum only worked with simplified versions of ISO/IEC 14443, which cannot support the transmission of more complex data structures, like certificates. Only some specific smartphones happen to be able to support ISO/IEC 14443 in full; others cannot transmit more complex data structures such as certificates. So for many NFC phones there is no chance, that they can be equivalent partners to smart cards and can e.g. be used as fully functional readers for smart cards. So official test specifications (like in the passport scenarios) are needed to operate the (more demanding) security protocols over the NFC interfaces and to check, whether certificates and other more complex data structures are really transmitted.

2. Research and standardization of the appropriate basic security levels for communication devices used for serious transactions, e.g. mobile phones used as devices for identity management. Given the global nature of this problem a possible platform would be the ISO/IEC JTC 1 Subcommittees 17 and 27 on smartcards and security or a joint project of both.

3. Availability of a trusted user interface for all mobile phones by a standardized Trusted Execution Environment (TEE) API for loading trusted applets providing a
   a. Trusted key pad and a trusted display to be assured by the TEE (to be used by all applets on a mobile phone using the TEE);
   b. Generally available interface from the TEE to embedded SEs in the mobile phone, e.g. by OpenMobile API, e.g. to secure Private keys PINs;
   c. Stable available NFC / contactless interface between mobile phone and Secure Elements (SEs), which may benefit from the trusted display and keypad, see ISO/IEC DIS 18328-2 (ICC-managed devices).

4. Provision and availability of a third party of trust in the secure services ecosystem, e.g. a Trusted Service Manager (TSM) according to GlobalPlatform. The main role for the TSM is thereby to manage and administrate over the air the different secure elements and trusted services within a mobile device. The role may need expansion and complement by a trustworthy ecosystem of operators of Software (“App”) markets, so that users get better information on the properties of the Apps they are downloading.

3.4.1.2 Gap 2: Provision of a secure personal device based on a secure core

This section discusses an alternative provision to the approach of secure computing in untrusted platforms that was discussed as Gap 1. Secure personal devices based on a secure core are to function as a reliable root of trust under control of the individual. They need to provide two main functionalities:

1. Sufficient usability for citizens and services using them;
2. Separate interfaces to run more or less secure applications on them.

Three main technology approaches can be used to fill this gap:
1. Trustworthy mobile platforms and app-ecosystems: Smartphones could be a great platform for credentials and other personal assets, but their operating systems and applications have so many security and privacy weaknesses, that many users don't dare to consider them trustworthy (in the first sense), even though they use them. For these mobile platforms, more research is needed to enable technologies and architectures that European democratic governments can understand well enough to give a realistic assessment whether their citizen's data and cyber activities are protected appropriately. An approach to overcome the app-side of the problem (e.g. apps that leak their users' personal data to their developers or elsewhere) is to enhance the app ecosystem (e.g. the app-markets). App markets are to provide useful privacy information about individual apps in all the phases of apps' life cycle, but especially during app discovery, installation, and usage. Crowdsourcing may be used to protect against privacy-invasiveness of apps by influencing the rankings in (alternative) app-markets.

2. Strong sovereign assurance tokens and wallets: Assurance tokens (e.g. authorisation certificates) tend to contain more and more sensitive information, e.g. birth dates or authorizations for specific services or activities. Therefore they need special protection against undue transmission and exploitation. This protection can be provided either directly or via digital wallets. Examples are advanced smart cards or mobile devices with trustworthy secure elements that enable their holder to influence the character and degree of identification and the type of identification information. These devices are also to enable meaningful communication between the assurance token holder and the assurance token. Last but not least, assurance tokens and wallets must be able to protect themselves. For example, they need to be able to verify their respective controllers (readers) by e.g. an extra communication channel. Therefore, a portfolio of communication mechanisms is needed, also to provide some redundancy. Moreover an independent clock, a sufficiently powerful access control mechanism to protect relevant data, and enough processing power for complex (crypto) operations are needed.

3. Trustworthy engineering processes: Trustworthy engineering processes can evidence (transparently) the trustworthiness of a platform, e.g. by showing, who takes responsibility for which part of the system. The evidence could then also be used to monitor trustworthiness at runtime.

3.4.1.3 Gap 3: Sufficiently advanced security and privacy enablers

Security and privacy enablers are not yet advanced sufficiently. They often lack user friendliness, are too complex and slow, and are not well enough integrated into the respective work flows, so often security and privacy mechanisms stand in the way of people trying to do their work.

This advancement is needed for all enablers listed above, but especially for those where users need to make decisions, e.g. on personal identity management and use of personal data.

3.4.1.4 Gap 4: Mitigating privacy risks from involuntary user actions

To mitigate privacy risks from involuntary user actions one needs technologies that reduce the chances and the impact of users giving up their privacy involuntarily. The most important approaches are the following three:

1. Privacy by default so that the end user does not need to be aware and familiar with the security measures but that the system ensures privacy related properties;

2. Tangible security technologies secured by e.g. hardware protection, that people can easily recognize and understand (like the can understand e.g. classic keys home);

3. Protected messaging, e.g. an easy-to-use system, that enables sending email and similar messages without the risk to be tapped.

3.4.1.5 Gap 5: Policy-based technologies for improving policy compliance

Improving compliance with the respective policies is still an open issue. A typical policy that is often hard to comply with is the demand for the appropriate use of encryption techniques. The following approaches were identified to help the issue and deserve further research:
1. Built-in security, privacy & safety where possible;
2. Tools for analysing the degree of compliance;
3. Methodologies for refining policy-based requirements, in case the technological development demands such a refinement;
4. Scalable security levels or flexible security profiles of the respective technology to allow options for policy-makers and to enable policy-based decisions.

3.4.1.6 Gap 6: Downscaling-engineering of existing systems
Reducing the complexity of running systems is often the only practical way to address security issues in grown (legacy) systems that are too complex to be fully understood. In these cases, reducing the complexity means reducing the probability of errors and undetected system weaknesses but also makes evaluations easier. It is important to address the following issues:

1. How to provide a suitable abstraction specification which takes into account transversal concerns (resilience, privacy …)?
2. How to provide viewpoints that are adapted to various types of stakeholders (e.g. legal viewpoint, social viewpoint, policy making viewpoint, business viewpoint, engineering viewpoint, forensic viewpoints…)?

3.4.1.7 Gap 7: Good standards and common norms as the basis for development
Four examples for missing good standards and common norms as the basis for development are the following:

1. Improving standard services to improve the security level of online services e.g. in banking or retail;
2. Defining a basic security level, that can be proven and is interoperable for all communications devices;
3. Promoting privacy and security through standards & government procurement;
4. Making standardization a more participatory and transparent process where individuals' concerns and priorities can be included in addition to companies' and governments' preferences.

More agile management of standards is also needed to match TRL (Technology Readiness Level) needs. Pre-standards are needed in pre-deployment which later need to mature into standards.

3.4.1.8 Gap 8 Research on trust related terminology in different disciplines
While technology oriented communities often see security as a basis for trust, social-science oriented communities see trust as something that is needed, when no security can be assured. This difference in the understanding of basic terminology leads to frequent misunderstandings on the role of trust and security. Therefore more research on terms like “trust” and “trustworthiness” and their meaning and relation in different disciplines is needed, e.g. to create more mutual understanding. It should be documented in a way that stakeholders can easily access the result. This gap corresponds to Gap 7 in the Section “Social, political, and governance gaps”.

3.4.2 Social, political, and governance gaps
From the analysis of the challenges, enablers, and inhibitors seven social, political and governance gaps were derived. They are listed below.

1. Align regulatory and technological developments;
2. Demand and support user friendliness of technical and IT security interfaces;
3. Provide privacy (e.g. message confidentiality) in a heavily controlled world;
4. Control of surveillance;

5. Assurance in the digital world: we currently have car/house insurance and need the respective assurance, e.g. services providing an embedded level of security via insurance;

6. Public support for open source technology production and evaluation tools;

7. Research on the terms “trustworthiness”, “trust” and their meaning and relation in different disciplines: This gap corresponds to Gap 8 in the Section “Technical, security, standardisation gaps”.
4 Area of Interest 2: Resilient Digital Civilisation (Collective layer)

4.1 Description of the AoI 2’s vision

“The future will be the same, the future will be different.”

Virtually without exception, predictions of future society, economy, and individual life stress that digital technologies and the Internet will become even more embedded in our lives than they are now. There is a broad consensus that another ten years of investment, research, development, innovation, and adoption will move us closer to a worldwide, global digital civilization that can bring positive benefits to all.

Four technological macro-trends underlie the next ten years of evolution of the internet:

1. Everyone is connected – most people in the world will be connected to the internet and no society, no country, no individual will be unaffected;

2. The explosion of data – The amount of data being produced will grow 10 times over the next six years, reaching 44 trillion gigabytes by 2020 [TIM14] that can be stored and analysed to give unprecedented insights at macro and micro scale enabling us to understand and predict global trends and markets and individual behaviours and responses;

3. According to many sources, electronics will be embedded in everything enabling us to monitor and control every aspect of our world, blending both the physical and digital worlds in an unimaginable way;

4. The Internet of Things (IoT) becomes mainstream – the network effects that drove adoption of internet by people and businesses now apply.

Predicting the consequences of the relentless march of digital technologies is notoriously difficult. The Huffington Post12, reporting on the Pew Research Centre’s report on Digital Life in 202513 noted that “Predicting the future of technology is a fool’s errand. But that certainly hasn’t stopped us from doing it”. We know our future is a digital future. We know that our civilisation will be a digital civilisation.

The pervasiveness of information and communication technology and ubiquity of digital infrastructures means that the Digital civilization is now a fact of Life. Some examples illustrate this: digital media, digital social relations, critical infrastructures, services, surveillance, industrial control, government, intelligent transport systems, and smart cities, amongst others.

A ‘resilient digital civilization’ approach focusses on the Institutions of society, i.e. the organisations that make up our government, business, and civil society, which increasingly rely on digital technologies to operate, offer services, and interact with citizens, with customers and with each other. We look at “interconnected society” because as these organisations use, and are changed by, digital technologies, it raises many challenges, issues and risks.

The ‘resilient digital civilization’ theme aims to identify the challenges, issues and risks that organisations face in a digital ‘interconnected society’ and to identify the technologies and approaches to ensure that they can be trusted, secure, and can meet the obligations imposed on them by society, whilst at the same time benefiting from innovative technology and services.

All this takes place against a backdrop of continuous and rapid change at scale and with depth never before encountered, crossing geographic, cultural and digital borders. The main characteristics of the future digital civilisation are:

---

9 http://www.microsoft.com/security/cybersecurity/cyberspace2025/
10 http://www.economist.com/blogs/babbage/2014/05/difference-engine-1?_ga=1.187028200.1734560282.1412612630
11 http://www.pewinternet.org/2014/05/14/internet-of-things/
13 http://www.pewresearch.org/
• **Increasingly interconnected:** there are more connected people; an increasingly interconnected business and organisations; greater use of online services and cloud in complex supply chains; and more and more connected devices.

• **New and innovative services** including social networks (some of which are global in scale, others contained within countries or regions), the internet of things which introduces new services that can manage and control the physical world, and more generally the expanding use of ICT to manage more of our lives and controls more systems and infrastructures.

• **More and more data** from increasingly pervasive sensors, cameras creating vast amounts of data being used for all kinds of services combined with much more powerful data analysis that with the power to de-anonymise ever larger datasets.

A Digital Civilisation is desirable to society due to a number of key drivers such as: ease, convenience, economisation, speed, information access, optimization, proximity, and others. However, the Digital Civilisation is exposed to new risks and threats as the vulnerabilities and exposure of the digital interconnected society to this digital infrastructure, which is continuous evolving, can have issues related to accessibility, invisibility, profiling, connectivity, complexity, and others. Coupled with the trust issues arising from a constant concern of surveillance and/or potential loss of personal data could eventually diminish the digital infrastructure’s image, and consequently change the future architecture of the infrastructure by necessity of barriers, filters and inspections at all stages of usage and operation. Moreover, an architecture based on shared platforms and infrastructures increase the impact of incidents on civilization.

Resilience is key for a functional digital civilization, and civilization must be empowered to manage and balance their own risks according to their requirements, similar to how it is done in the physical form of civilization. These concepts and solutions must also be addressed in a fashion that is not localized in pockets, but can it translate to a “world scale” taking into account the different aspects of civilization as it will be in 2025.

Resilience also implies that people will need to be empowered collectively to make decisions on trade-offs regarding security and privacy. Such trade-offs could be on privacy requirements e.g. the preference of a group of people. Instead of working out individual preferences, many citizens will rather choose to trust the preferences of a group of citizens.

The focus of this AoI Resilient Digital Civilisation (collective layer) is the protection of the groups/society/organizations (can also be known as a ‘Digital Interconnected society’) as it represents the collective interest of the organized citizens, institutions, business, etc. This can be thought of as the ‘supply side’ of the digital civilisation.

These groups and organisations operate under a whole series of obligations – regulation, contracts, societal norms, and to manage risks, ensure security, and handle information securely and respecting fundamental rights of the customers/citizens.

The AoI 2 will focus on ensuring that digital institutions of society will be trusted and secure, as trusted in their digital forms as they would be in physical form. If indeed it would be possible to translate the digital institutions of 2025 back to what they were 15 or 25 years previously, such is the nature and scale of the transformation to a Digital Interconnected Society.

### 4.2 Description of the issues and challenges

#### 4.2.1 Technical challenges

To achieve the goal of a society in which the institutions are trusted in their digital form, means first to achieve the basic resilience and security of their ICT systems:

1. **Security and Resilience of the Cloud:** As we go forward, the Cloud is becoming the dominant form of ICT consumption – whether as Infrastructures, Platforms or Software as a Service, the Cloud will be the way in which customers both private and public consume new ICT. Ensuring cloud services are secure and resilient is in itself a significant challenge given the complexity, scale and interconnectedness of cloud ecosystems. This means having security metrics and a maturity model, employing security by design across the entire ecosystem, and for resilience, ensuring interoperability and adaptability of systems at all levels.
2. **Cyber crime/Cyber terrorism prevention.** Confidence in digital institutions depends on our ability to prevent the bad people doing harm to individuals or institutions to societies at large – potentially at a scale not even faced before. There are numerous technical challenges here, for example how to balance surveillance and fundamental rights (surveillance in a privacy protecting, transparent, and responsible way), to prevent any data and information leakage to cyber-criminals, and the ability to detect and bring them to account.

3. **Trust Management in the Digital Society.** Assurance and accountability will become competitive advantages for services in a future digital society. Is it possible to move beyond self-certifications towards metrics for trust and accountability, and ways to validate assurances and certifications automatically?

4. **Privacy in the Digital Society:** as information held and controlled in the cloud by organisations public and private becomes ever more comprehensive, the challenge of implementing Privacy by Design (and by Privacy by Default) becomes more difficult. The PRIPARE project\(^{14}\) identified the following sub-challenges; generic integration in the many domain specific engineering design practice; multi-disciplinarity of the design practice; customisation techniques to take into account specific legal and socio-political parameters. The deployment of Privacy Enhancing Technologies continues to be problematic and the introduction of transparency and accountability techniques become important (who is using what data and when – refer to A4Cloud project\(^{15}\)).

5. **Digital identities** remains a challenge for a heterogeneous and decentralized digital society, including the development of Global/interoperable ID systems, perhaps involving biometrics technologies that are at the same time privacy preserving and based on minimum disclosure principles, enabling and / empowering civilization to be based ‘globally’ and still empowered to carry out their local duties e.g. e-voting from abroad.

6. **Risk management** for the digital world is still a challenge for digital societies. As we go to ever large scale interconnected systems, and the development of new risk management models and systems for cyber societies is necessary.

7. **Social networks security and privacy** becomes challenging as social networks become embedded in the fabric of society and even become instruments of democracy. Cultural norms change more slowly than technology. How do we protect citizen’s security and privacy when the technology that exploits social networks is advancing so rapidly?

8. **Massive data collection and potential storage of data and information** brought about by the advent and massive scaling up on uses and every day applications and services related to new types of devices e.g. IoT sensors.

9. **Big Data analytics.** Lastly, in a world of IoT mass sensor data collection, the technical challenges related to security and privacy to manage and control what can be understood about us from the vast pools of data available when the whole world is profiled are immensely challenging. Is it possible to manage what can be inferred from data gathered in the course of our daily lives? What happens if this spreads into the political sphere?

### 4.2.2 Political / Societal challenges

Policy & Regulation faces a number of challenges to put the appropriate laws and governance around the new style of information technology.

1. **Typical policy and regulation processes take years if not decades, whereas the process must have a flexibility and agility that matches the fast pace of evolving digital civilization.** Digital civilization should ensure a digital interconnected society that is fair, democratic, safe, and transparent, avoid censorship, and maintain a balance the citizen rights and duties.

---

\(^{14}\) [http://www.pripare.eu/](http://www.pripare.eu/)

\(^{15}\) [http://www.a4cloud.eu/](http://www.a4cloud.eu/)
2. Control - individual and collective – to ensure that individuals can manage their individual digital presence in a way that's balanced with collective needs form business, state, society, community. The values and rights of human societies should be reflected in the digital world. The challenge is for organisations, public and private, to operate in a way that implements the vision outlined in Section 3, Area of Interest 1: Individuals’ Digital Rights and Capabilities (Individual layer).

3. Empowerment of groups of citizens and the exercise of political and economic power online may be transversal to country policies and governance. In some circumstances, this may be a strong barrier to the advent of such empowerment. Certainly, there will be differences across the globe between nations and cultures.

4. Allow (digital) diversity - not treating everyone the same, enabling differences, supporting the different cultures, approaches perspectives online. Still we should avoid discrimination based on different digital abilities or different digital behaviour.

5. Security and trust in future digital societies can be supported through regulatory approaches that enable security certification as well as for approaches to insurance against cyber risks. Specific attention should be devoted to data protection principles.

6. In the pursuit of the above, addressing the international aspects of the digital civilization requires international cooperation amongst the global players, in which the European view should be fostered. Considerable groundwork has already been laid on aligning these international efforts in the EU DG CONNECT Framework Programme 7 projects, INCO-TRUST and BIC16, but this work must have a mechanism to enable continued coordination of international efforts within H2020.

4.2.3 Economical

1. The underlying economics of security and privacy are not well understood. ICT systems and ecosystems incredibly complex and risks are not well understood. Firms and public sector organisations invest in security without a clear model of what the return in that investment will be. Risk based approaches to security are problematic – the cost of a vulnerability being exploited are not quantified which makes it difficult for organisations to focus on high-risk vulnerabilities – they have to focus on everything.

2. Secondly, organisations are reluctant to share information amongst themselves regarding security vulnerabilities and incidents that would be of benefit to all parties out of concern that this will expose them to further attacks, reputational damage, or other disadvantage with respect to their competitors. Identifying the incentives and striking the right balance between cooperative and regulatory approaches to information sharing regarding incidents and vulnerabilities presents a challenge and there is a need for tools and techniques that facilitate and encourage information sharing addressing confidentiality, security and respecting data protection. This topic supports the activities of NIS WG2 which is addressing information sharing.

3. Finally, there is great disparity in the ability of organisations to invest in securing their ICT systems. Large organisations may have the capacity to employ full time security professionals - SMEs rarely have that luxury. This is in some extent mitigated by the shift to cloud computing in which companies have no need to run their own computing infrastructures but instead rely on large cloud computing services providers that will have the resources and expertise to provide better security.

4.2.4 Educational

1. One key challenge in increasing cyber security is to engage end-users in ensuring that they are secure online. Organisations may pick up the blame for breaches that involve poor password security by end-users, yet those same end users are reluctant to use more techniques that are effective. A better

understanding of the risks and practices through bringing about greater public education in cyber
security is a challenge.

2. In the digital civilization, new things have to be integrated in a matter of years (see for instance the
advent of social network); raising the awareness of teachers is a major bottleneck. School teachers
must learn before teaching kids. Law professors must learn before teaching law students. Engineering
professors must learn before teaching students on privacy-by-design practice. The practice of cyber-
security is multi-disciplinary which runs counter to the structure of most institutions.

4.3 Identification of Technology, Policy and Regulation enablers / inhibitors

4.3.1 Enablers (Technology, Policy and Regulation)

4.3.1.1 Technology

There are a number of identifiable technology enablers towards a resilient digital civilisation:

1. **Privacy Enhanced Technologies (PET)** should be available in a broad spectrum of products and
services, with usable, friendly and accessible safeguards options: it is important that end users control
their own privacy by having usable activation methods and robust crypto features in built-in services
and widespread applications like for example the e-messaging systems. PET should be developed
having also cost effective solutions. Comprehensive and consistent Privacy Risks Management
Framework should be available, in order to allow people to understand their privacy exposure.

2. **Identity Management** solutions should be promoted by fostering flexible, robust, weakness free,
certified, scalable (as of IoT) and specialized identity providers. End users should trust identity
providers by having control about the level of security they get by each provider. Easy password
policies (e.g. date of birth for reset a password or similar simple questions), should not be an option
anymore by default as it provides a trigger for identity fraud.

3. **Trusted (Cloud) Services** should be developed in any layer (IaaS, PaaS, SaaS) in order to reduce
the consequences of the vulnerabilities at each layer. Technologies, processes and mechanisms that
allow verifying regulatory compliance, data traceability, privacy, security and auditing accessible in
order to avoid trust erosion along the time.

4. **Trust models** for the digital civilizations (Trust areas for the “cyber world”). Trust managements
frameworks are often used in e-commerce and other on-line applications. Trusted e-services should
be expanded and trust management engines should enable pervasive management of trust
relationships for several purposes. Trust for social communities should be a main enabler.

5. **Dynamic Risk management** approaches should be developed by using methodologies and
techniques to assess how secure an organization is, enabling different security options to be
compared, as well as changes in the levels of security over time (which show the effectiveness of
security measures). New techniques are also needed to enable more consistent and appropriate
security decision making as well as allowing aggregation and composition of different pieces (Software
and Hardware) without losing the control of risks as well including other factors like legal and economic
aspects.

6. **Security certification** schemas and standards. It is of primary importance to have mechanisms to be
able to certify the security and the correctness of the complex ICT services that Future Internet offers.
Security is an inherently difficult problem. We need new certification technologies especially for
complex systems that can evolve with the system evolution in order to avoid re-certification needs.
These certification approaches and procedures should be made automatic as much as possible,
including the simple automation of the data shared. In this ambit, there is a great need of mechanism
for studying asserting and certifying the security of cloud infrastructures as well as of complex services
7. **Security engineering** is a main enabler to achieve *security and privacy by design*. In these areas, improvements in the security requirements languages and techniques are planned, and as well as new security, design and architecture principles should be investigated. Embedding properties as security, privacy and trust, compliance in the very early phases of system and services design is mandatory to increase trustworthiness of systems.

8. **Assurance** techniques are also necessary to ensure that the system is secure and being in the position to prove it to third parties (*provable security*). We can envision several aspects. Just to mention programming for verifiable security: The Future Internet will reinforce the prominence of highly distributed and concurrent applications, increasing the need for methodologies that prevent security holes that exploit the computational infrastructure. The objective is to develop a discipline of secure programming based on verifiable security, using program analyses and verification methods. We need to develop enforcement mechanisms that combine different verification methods and allow enforcing a wide range of policies (of information flow and resource usage). Automatizing proof techniques for cryptographic protocols is another challenging task, since cryptographic proofs are quite complex the automation of the verification process should be of interest.

9. **Quantitative aspects** for cyber security. Most of the cases, good enough security is exactly what one needs to ensure, i.e. that the security mechanisms are appropriate for the protection of the assets. This requires security mechanisms that *fit the purpose* and are able to allow security managers to trade-off between cost and risk. New *security metrics* frameworks able to be easily computed should be envisaged. These security metrics could be merged with risk analysis methods to decide the appropriate security controls to be put in place. This is in relation to risk management aspects.

10. **Forensic** technologies able to cope with the new (digital) crimes/frauds. The society is relying on the ICT. These technologies are means for (cyber-) crime as well as witnesses of (cyber-) crime. In order to ensure the personal and societal security we need to ensure that the crime committed can be traced, and persecuted. Thus appropriate forensic methodologies are necessary. Those should consider that there are several stakeholders involved in the process of evidence acquisition. Forensic methods identified (in particular the proactive ones) should be however aware of privacy issues and considering the issues related to maximal control and minimal disclosure of private information (considering also post-incident mechanisms).

11. **Situation awareness** technologies. For ensuring the security of the society, we need situation assessment mechanisms able to cope with the enormous amount of data coming from several sources (including internet, mobile devices, social networks, vehicular networks) able to identify the trusted and usable information and then take proactive actions through proper actuators, including the usage of those media. Secure societies as secure communities will benefit such technologies. Managing crisis and emergency situations will also demand advanced simulation and training frameworks.

12. **Cryptography.** In a highly interconnected digital civilisation, cloud services are the dominant way to access and consume information technologies. Data will usually be stored and processed by other parties as cloud Infrastructures and software services. Stronger encryption, enhanced cryptographic techniques with special attention to low power requirements for the 2025 world of billions of resource constrained devices and their applications that enable encrypted processing and policy based decryption techniques are the only way to ensure that data remains opaque in transit, at rest, and during processing and accessible only those persons with legitimate access.

### 4.3.1.2 Policy

There are a number of identifiable policy enablers towards a resilient digital civilisation:

1. State interventions (e.g. due to lawful exceptions) to access information must be clearly defined and understood by citizens and society. In many cases, the capture of data and information between citizens and public administrations, governments, banks, etc. is potentially done without taking into proper account the consequences for the privacy of the citizens. As a result, the citizens in their digital
lives are growing more uncomfortable. The lack of clear definitions, the complexity of the ICT challenges, and the lack of national and international coordination, means there is no solid response or common approach to data collection to fight cyber-crime and cyber terrorism. It is, therefore, necessary to tackle this issue to rebuild the trust and confidence of the citizens within the digital civilization by enabling the understanding of this currently very grey area of political and legal exceptions for data and information retention. The multi-disciplinary approach of H2020 can provide this enabler to address these issues.

2. Regulations to foster economic/business/legal aspects of security/privacy and trust. The rule of law is a fundamental principle of liberal democracies within the physical and digital society. It is a guarantee against arbitrariness and misuse of powers against the citizens within this society. Today, technological development offers many challenges to the rule of law, especially with regard to transparency and control. Lawmakers ought to pay more attention to the capability of ICT technology when regulating police methods in the digital realm, and developing corresponding control criteria. H2020 should, therefore, be used to enable interdisciplinary activities to combine ongoing legal and technological research to detect similarities and differences relevant to the design of legal rules pertaining to our digital society. The aim is to ensure that important aspects of the rule of law are indeed upheld and the risk of arbitrariness is minimized in ordinary citizen's digital lives.

3. Interest in regulations description, analysis, processing for increasing efficiency and compliance checking. This is necessary enabler, as the Future Internet (FI) needs to maintain end-to-end security and privacy requirements in a very rapidly changing and dynamic environment. Boundaries between design and runtime will shrink, and there will be an increased need for real-time verification, monitoring and assurance to facilitate and ensure security properties such as confidentiality, integrity, and availability. The very traditional model for software development lifecycle (SDLC) will need to be revamped, as all stages of development will be impacted. Indeed, the complexity of FI services requires that security and dependability, up to now considered secondary aspects of system development, will need to be considered in the early stages of the system development life cycle SDLC, just as other functional and non-functional requirements [NISL15].

4. Ensuring transparency. Following a period of continual revelations regarding the systemic collection, aggregation, and potential analysis of personal data, concern amongst citizens is at an all-time high with regard to their privacy, use, potential misuse and control of their data. These concerns are also being echoed within the legal and technology research communities. At a number of recent conferences, discussions even emerged on an impending ‘doom’ or a slightly lesser ‘disaster’ over the future of our digital lives17. The dichotomy between the legal and political safeguards against the use/misuse of personal data needs to be examined as a matter of urgency. It will avoid the ‘digital disaster’, which could have significant implications on the innovation impact expected from Horizon 2020. Thus, the unique opportunity of the H2020 programme is to bring together the relevant stakeholders from the legal and technology communities across academia, industry and government.

5. Industry participation/PPP. Currently, in addition to the NIS PPP, there has long been a strong tradition towards the involvement of industry in the Trustworthy ICT field in the EU. Some examples are the Trust in the Digital Life Initiative (TDL)18, which was formed by leading industry partners and knowledge institutes that hold trust and trustworthy services to be an essential ingredient of the digital economy. The ethos of TDL falls well within the AoI2: TDL is promoting an “ecosystem that protects data and assets of citizens and enterprises”, that “enables affordable cyber security services for SMEs” and where “industry can provide innovative and trustworthy ICT products and solutions across Europe in a level-playing field”; The Digital Enlightenment Forum is another initiative with many industry participants coming together to advance the democratic rights of the citizens in the digital society. In addition, a number of projects have a strong industry backing, including the FP7 SecCord project that runs the annual CSP Forum19, and the CYSPA project20, whose objective is the creation of a European Alliance to protect cyberspace for industry. Of course, this list is not exhaustive. The important point is that a coordinated environment for industry participation and PPP must be continued in H2020,

17 http://www.digitalenlightenment.org/
18 http://www.trustindigitallife.eu/
19 http://www.cspforum.eu/index.php/
20 http://www.cyspa.eu/
especially with the goal of fostering European expertise.

6. Education. Projects are already underway looking at the different approaches of how to overcome the education barrier in topics related to security and privacy. For example, the PRIPARE project\(^\text{21}\) is looking at education from the perspective of bringing Privacy by Design towards research and industry. In H2020, the recommendations made by projects such as PRIPARE should be taken up as a matter of urgency.

### 4.3.2 Inhibitors (Technology, Policy and Regulation)

#### 4.3.2.1 Technology

Technology inhibitors for an inclusive, trustworthy, and resilient digital civilisation are:

1. Intrusive monitoring technologies (i.e. the monitoring of information technologies by law enforcement) are necessary on the one hand for the detection and prevention of cybercrime and cyber terrorism, but are inhibitors on the other hand, leading to significant levels of mistrust and discomfort in the digital society. The lawful users must be included in the processes and procedures if their data and information is being collected for any reason, in order for them to maintain high levels of trust and confidence in the ICT systems they are using.

2. Pervasive sensing technologies (i.e. the ability of information technologies to gather information about the people and the physical world) is another area causing a conundrum of having a great potential to benefit the digital society at large, whilst at the same time causing significant concern amongst potential users of this new and expanding innovation, mainly due to doubts about the security, use and control of the stored data and information.

3. Vulnerable ICT infrastructures - as the Future Internet is becoming part of the Critical Information Infrastructure, having any sort of downtime on these infrastructures is becoming unacceptable to the digital society, and thus an inhibitor. AoI 3 covers this subject in detail.

4. The Digital Divide, a concept that society should not be separated into information haves and information have-nots, is of course an area that needs to be addressed in AoI2 with programmes (technology, policy, and education) to bridge any divide to ensure access to the Future Internet is done without disparity across the digital society.

#### 4.3.2.2 Policy

1. The lack of governance with a common understanding of Cyber security is an inhibitor. Governments have attained to build safe online environments through so-called cybersecurity policies. While cyber security comprises several aspects of ICT security in the online and offline world, internet safety is only part of the cyber security agenda. A civil society approach requires a shift in how cyber security is seen, moving from the national security sphere to become part of the public interest. Strategies and policies to secure internet should focus in realising society’s wishes in keeping cyberspace open, free and prone to innovation. “As a society the culture of the Internet is much more about openness and experimentation than about safety and security,” says academic Steven Weber in the Harvard Business Review. In fact, activists have considered the term security as anathema of a global civil society [DEI11] and demonstrated their lack of faith in the progressive securitisation of cyberspace [COM13]. They urge policy-makers to prioritise the security of individual users, civil society and organisations’ networks, over excessive regulation and militarisation of the Internet. This debate certainly calls for greater civil society participation and empowerment in the political decision-making, as the cyber security issue has been strategically kept away from society’s influence. While some countries fight to keep the cybersecurity strategy control under national authority, reality has showed that despite the public good characteristic of cyber security, individual stakeholders make most information security decisions [BE09]. This decentralisation has led to sub-optimal security levels, as

\(^{21}\) [http://www.pripare.eu/](http://www.pripare.eu/)
it answers to the private interests of specific actors and has little regard for public interest.

2. **Market fragmentation** is especially an inhibition key factor for the supply side. The complexity of the interrelationships in networks as well as the complexity and immateriality of many of the products and services provided by cyber- security and privacy firms, the lack of data and reporting requirements, as well as the existence of confidentiality requirements, hamper the analysis of the market. The cybersecurity market today faces four major challenges:

a. Research into product transfer: Europe has many outstanding research outcomes, yet they often fail to reach the market.

b. Awareness: Existing cybersecurity product sometimes does not reach the customer.

c. Regulation: Each country has specific regulation and legislation toward data and privacy this impacts the pan-European service and product offering. Regulations can encourage innovation (e.g. by creating a more open and dynamic market, or by mandating change), but there is also the danger that innovation may be stifled by regulations that effectively enshrine the status quo, make change too slow or risky, or create barriers to entry into the market. Regulators with conflicting remits may issue contradictory requirements, resulting in uncertainty.

d. Sensitivity for end-users: Citizens of Europe are particularly sensitive to cyber security, the impact the digital environment has on personal lives, accessibility and vulnerabilities is unique and thus the risk associated is difficult to measure and mitigate.

3. **Security seen as cost driver.** The reason for that is that security is not usually an investment that provides profit but loss prevention\(^{22}\). So what is the right amount an organization especially SMEs and their need for security as a service model, should invest in protecting information? In other terms, when you invest in security, you do not expect benefits; you expect to reduce the risks threatening your assets. The R&D projects often do not execute market studies for their technologies and do not consider costs to ensure acceptance of their technology. The business model says security must also be economically viable. Value-driven research might have dramatic implications for the R&D process, turning around how we think about “research to market” process, piloting and trials, placing the issue of “proof of value” at the start of research proposal. As such, value-driven development strategies need support and coordination that considers the ICT security solution/product value proposition, the evidence plan to support that value proposition, and the customer acceptance of that product and evidence when determining registration, price acceptability and market access. Understanding and managing trade-offs among these three components provides a cost, risk and return analysis that can inform research result progression and further investment decisions by individual industrial partners.

4. **Lack of awareness** at top-level management to enhance implementation plans by reducing organizational issues. It is widely acknowledged that there we are at a critical moment, perhaps even crisis, with regard to Network and Information Security, with improvements required in all areas. Traditional security models and controls are proving insufficient in the face of today’s threats and trends in technology and usage, yet the way forward is far from clear. The following is an excerpt from an article from McKinsey&Co.:

> "Why isn’t more being done to protect critical information assets? Senior executives understand that the global economy is still not sufficiently protected against cyber-attacks, despite years of effort and annual spending of tens of billions of dollars. They understand that risk alone undermines trust and confidence in the digital economy, reducing its potential value by as much as $3 trillion by 2020. They understand most institutions have technology- and compliance-centric cybersecurity models that do not scale, limit innovation, and provide insufficient protection. And they understand that institutions need to develop much more insight into the risks they face, implement differential protection for their most important assets, build security into broader IT environments, and leverage analytics to assess emerging threats, improve incident response, and enlist frontline users as stewards of important information."

5. **Slow speed of implementation.** The importance of cybersecurity is no secret to anyone who has opened a newspaper or attended a board meeting. So, senior executives may ask, what is the holdup? The answer is simple: understanding the issue is quite different from effectively addressing it. A number of structural and organizational issues complicate the process of implementing business-driven, risk-management-oriented cybersecurity operating models, and only sustained support from senior management can ensure progress and ultimately mitigate the risk of cyber-attacks.

6. **Complexity.** NIS solutions must be recognised as complex socio-technical systems consisting of many dissimilar elements that must work together harmoniously. Consequently they require a holistic approach. Currently, technical security measures are largely used independently, with people providing the matrix that integrates the components. In the future, the pace of response required means that the technical systems will need to co-operate directly. This has implications for the dynamics of innovation, as it is more difficult for a radically different approach to penetrate the market due to the need for a new product or service to be compatible with the existing elements with which it must interact. In addition to this, NIS is not a technology itself, but a mind-set and a collection of principles that must be applied in a technical and organisational/social context. The pace of innovation in technology and in the business practices, leisure activities and societal institutions that exploit it, means that NIS must re-invent itself continuously. It is straightforward to list current technical and process innovations that are problematic conventional security approaches (Cloud, Internet of Things, Mobility, etc.) and we can be sure that the years between now and 2025 will bring further challenges. The pace of change in technology, business practice and threats means that any static Cyber Defence Operations (CDO) suite would rapidly become outdated and ineffective. On the other hand, it would be extremely expensive to replace the suite on a regular basis, and the enterprise would be exposed or suffer costly down-time during the replacement activity. The owner/operator will want to combine components from different providers on a best-of-breed basis to obtain the best overall match to its security requirements at any given. We expect continued rapid innovation in defensive technology and weapons and tactics used by threat agents.

7. **Reluctance to share information.** Information sharing is one of the key planks of the European Cyber Security Strategy and is the subject of work in Working Group Two of the Network and Information Security Platform (NISWG2). This area presents some barriers, as corporations often are reluctant to share cyber vulnerability information with the government because they consider their system vulnerabilities to be sensitive information and do not want proprietary documents and information to be disclosed to the public and competitors. Stakeholders worry that such disclosures could result in reputational harm, competitive disadvantage, lost profits and shareholder derivative actions or other lawsuits. Information shared with the government could potentially be released through government employee error or as the result of a FOIA (Freedom of Information Act) request. Companies also are concerned that an agency with regulatory authority over it could use information about a cyber-incident to pursue enforcement or other unrelated regulatory action.

8. **Privacy risks neglected.** Unauthorized eavesdropping or data collection by the large numbers of Internet-enabled devices as well as civilian surveillance scandals of 2013 showed how Western democracies have used the law to justify restrictions to citizens’ right to privacy. In response to the leakage of the National Security Agency international monitoring scheme, the U.S. Justice Department released a legal memorandum explaining why the government believes it is lawful under a provision of the Patriot Act known as Section 215 for the N.S.A. to collect and store logs of every phone call dialled or received in the country. Although the speech for cyber security can be misused for censorship and social control (and it has been), cyber security should not be interpreted as a tool aimed to restrict citizens’ fundamental rights. Personal data is nowadays traded among service providers like other commodities, meriting an analysis of individual transactions in the market place. For example, according to ENISA (2011b: 26–27), 47% of the service providers interviewed treated personal data as a commercial asset; and 48% revealed that they share data with third parties (ENISA23 2011b: 26–27). Therefore, it is important to also understand the economic dimension of privacy. By an exponential increase of connected devices (i.e. due to IoT), more privacy related information will be managed by more businesses or economic interests hence higher likelihood of potential privacy mistakes.

---

9. **Reactive approach.** Good security governance and security culture takes time to develop in an organization. It cannot be obtained quickly as a reaction to an attack. There are some good security tools in existence today, but designing a layered defence takes time. Good security defenders who can utilize these tools are in high demand and hard to hire quickly. A reactive approach to cybersecurity is a critical mistake; there is a need to invest in proactivity including education and training for workforce development.

10. **Lack of agile processes** to encourage early R&D demand for solutions. While the most EU research projects solve problems of the future and the first results are available in 3-4 years, the customer needs and expectations, especially in ICT or cyber security, are close to immediate. This problem deserves special support and treatment, maybe through the open calls managed by individual projects or dedicated platform.

### 4.4 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

#### 4.4.1 Technical and security gaps:

In this section, we group the technical and security gaps within the topics of relevance.

1. **Internet of Things**
   a. **Cryptography with high strength**, yet low power requirements for the 2025 world of billions of devices and applications; As the Internet of Things starts to penetrate our everyday lives, we should expect to increasingly interact with smart low-power sensors that should support authentication and encryption.

2. **Cloud**
   a. Enhanced cryptography for Cloud Services: Cloud services need assurances from providers that effective technological solutions have been put in place to manage and mitigate the security risks facing their data stored on the cloud. More work should be done to preserve privacy and the confidentiality of data in the cloud, such as privacy-preserving cryptology including anonymous credentials and practical techniques for processing encrypted data. Furthermore, research into functional encryption such as attribute based cryptography and cryptography in a cloud service context would be of value.
   
   b. Future research should aim at addressing the **governance of data** and provide stakeholders with the means to exercise appropriate controls on their data so that they may access, validate or delete data when needed.

3. **Privacy**
   a. Privacy protecting, yet trustworthy identification and authentication technologies for technologies that require top level provenance requirements e.g. biometrics for electronic voting; This is a one-way street: if these authentication technologies do not provide adequate privacy guarantees several applications, such as on-line voting will never catch up;
   
   b. Privacy-preserving digital currency. It is not clear for how much longer we will have "paper" money. If paper money disappears, we would need some other form of digital currency that provides privacy in financial transactions;
   
   c. Privacy in Big Data Analytics: Large scale data processing (e.g. big data analysis) with adequate protection methods with the stress on access control, data confidentiality (e.g. using new cryptographic approaches, methods and technologies) and consequentially adequate privacy protection;
d. Privacy-by-design practice that is generic enough to be integrated in the many application domain design practices (e.g. space application, automotive, internet of things, banking, …) and thus reflects the multidisciplinary viewpoint;

e. Every day-anywhere ICT (e.g. internet everywhere) with adequate privacy protection in terms of cost-effectiveness, user-friendliness, high security (e.g. problem of users’ authentication)24.

4. Data

a. Transparency about who has data at all times and knowledge of what it is being used for; over the past few years, people move an increasing percentage of their lives online: shopping, entertainment, even significant parts of education have moved on-line. As a result, people repeatedly release data about themselves: what they purchase, where they travel, what they read, what they watch. Keeping track of which data have been released to which entities is an important first step on giving people control over their digital lives.

5. Cyber Crime / Law Enforcement

a. Fraud protection more and more financial transactions are digital and new digital currencies emerging. Digital currency, being a sequence of bits, may be copied much easier than paper-based currency. Developing mechanisms to protect from such copies and/or fraud in general will be of paramount importance to the success of digital currency and trust in digital financial systems. Cyber forensics that will provide the user with strong security with some level of control over their data usage (assuring transparency on who is using what and for what purpose), while providing protection of their privacy; Users should be able to verify who has access to their data and revoke this access if desired (assuming that this does not conflict with any local law);

b. Detection, prevention and enforcement again of potentially harmful things before they are created and used (i.e. while still in a digital form) e.g. 3D printing/maker economy.

6. Security

a. Secure data channels for new applications, including end to end communications security for Internet of things and Internet of Services [SYS13] 25;

b. Security and dependability of Critical Information Infrastructure protection (CIIP) will be a major issue in 2025 as the future Internet will be CIIP;

c. Human connected devices security (e.g. human implant, full-body sensors) with adequate security measures, techniques, technologies, methods and approaches.

4.4.2 Standards, Social, political and governance gaps:

Balancing the societal needs for authorities providing continual levels of security (e.g. with ICT enabled surveillance with increasing privacy requirements of the citizens); States will probably desire to have an increasing amount of data about their citizens. This “appetite” for data may significantly hurt the digital economy especially from citizens who are concerned with their privacy. Corporations will probably need new security/encryption mechanisms that will make sure that the data of their users cannot be captured by any state without a due process.

Stronger coordination and cohesion of the stakeholders groups: Research and Innovation (R&I), Industry, government and other policy makers; Measures to ensure timeliness of publicly funded R&I results which must catch up with the faster requirements of the industry stakeholders;

In building a truly global R&I environment, we need to have global standards and agreements on how to carry out R&I in a consistent and effective manner e.g. some countries only fund research and academia whilst the EU funds research, academic and industry.

25 http://www.pewinternet.org/2014/05/14/internet-of-things/
Good adoption of technical security measures (e.g. through good user awareness and user-friendliness).

Privacy-by-Design practices, which are based on common technical, legal, socio-political principles, takes into account specific national parameters, and which are fully integrated in engineering practice standards.

Transversal Standards: We are coping with the following problem: there are many engineering standards. For instance, if we consider the IEC61508 safety process, it led to a number of variants (EN50128 for railways, ISO26262 for automotive, IEC61511 for process oil/gas) leading to the non-trivial question: How can a transversal standard be integrated and adopted [SMI10]?
5 Area of Interest 3: Trustworthy (Hyperconnected) Infrastructures (Infrastructure layer)

This section concentrates on trustworthy (hyperconnected) infrastructures, especially critical infrastructures due to their importance for the European Cyberspace and the European Economy. When speaking of “critical infrastructure”, we refer to the definition used by ENISA [MAT13] and that was defined by the European Commission [EC05]:

“An asset, system or part thereof located in Member States that are essential for the maintenance of vital societal functions, health, safety, security, economic or social well-being of people, and the disruption or destruction of which would have a significant impact on a Member State as a result of the failure to maintain those functions”.

5.1 Description of the AoI 3’s vision

The future vision of critical infrastructure (CI) is mainly based on this requirement: infrastructure processes and resources must be more adaptive, decentralized, transparently collaborative and efficiently controlled.

Achieving this vision requires a more and more pervasive usage of Information and Communication Technologies (ICT). ICT will be exploited to support every infrastructure process and service and will empower the capability to make infrastructures, related to different sectors, to interoperate with each other (i.e. to be hyperconnected). This way, it will be feasible to improve processes-efficiency and create new added-value services.

For this reason, ICT will become more and more a critical infrastructure itself. As such, ICT infrastructure will be safe, reliable, predictable and always available, it will operate confidentially and in a privacy protecting way, it will be capable to resist and to react to cyber threats in real time. The vulnerability in the ICT equipment, processes and services, and their resilience against malicious attacks will be more and more reduced, monitored and controlled for the security of all future infrastructures and, as such, for the safety of all citizens.

The future ICT evolution will make key infrastructures of modern life, such as energy production sites and transmission systems, storage and distribution, transportation of people and goods systems, information and communication networks, sensitive manufacturing plants, banking and finance, healthcare and public administration systems more secure and dependable. The role of ICT will be fundamental to safeguard all CIs of the future that can be damaged, destroyed or disrupted, by deliberate acts, natural disasters or mismanagements.

ICT, and in particular the cyber-space, will also enable citizens to permanently access information and will enable citizens to be in control of the ICT processes. This development will induce a positive perception of the trustworthiness of the infrastructure and its services (even if partly compromised). A key aspect in the development of trustworthy hyperconnected infrastructure will be the surrounding of citizens by network devices in the context of ubiquitous computing. Ubiquitous computing brings changes (e.g. ambient assisted living, AAL) but also challenges (e.g. privacy threats). For instance, future cities for European citizens will depend on CI and compete for human resources as each city must be optimized to use its CI in order to motivate skilled people to stay in the city and to move to the city.

5.2 Description of the issues and challenges

The AoI contributors highlighted a number of challenges during the first two plenary meetings, held in September and December in Brussels, and via e-mail. The major aspects mentioned are the integration of confidentiality and security by design in infrastructure (incl. cars, trains, buildings, Internet infrastructure, …); realizing achievable solutions/engineering of more secure and trustworthy infrastructure environments; incident/vulnerability handling; providing trust for partly compromised infrastructure components; the communication between stakeholders (e.g. industry and research) as well as the education of end-users (e.g., to improve the protection against Advanced Persistent Threats [CYS13]); the migration of legacy systems and protocols; the scalability increase of infrastructure and its data; the handling of a rapid growth in the sophistication of threats across the whole spectrum of the cyber ecosystem and the linked increase of the risk
of disruption; the decreasing available time to respond to attacks; the global competition (i.e. establish a security industry for the necessary products in Europe); the creation of ways to measure security; the creation of user-friendly/user-tailored security solutions; secure inter- connectivity of infrastructure components; and the introduction of improved standards.

5.3 Identification of Technology, Policy and Regulation enablers / inhibitors

5.3.1 Enablers (Technology, Policy and Regulation)
Key aspects mentioned multiple times serving as enablers are the education of users/companies, the implementation of constructive security/privacy regulations and standards on different levels (also governmental / cross border), the improvement of security features on different levels of security; the integration of security by design, improvement/utilization of formal methods, empirical studies, privacy enhancing global PKI, and machine learning to improve security, the presence of an un-fragmented and compact research community in Europe (on trusted devices). A forum with research institutions and industry on industrial themes could also serve as an enabler.

5.3.2 Inhibitors (Technology, Policy and Regulation)
Inhibitors on the other hand were mentioned to be the production of infrastructure components outside of Europe (linked to backdoors/hardware Trojans in existing and upcoming products), the lock in old business models and the fragmentation of the market, the problem of understanding the particular technologies/lack of awareness, the problem that research does not drive European standards, the presence of complex systems, the lack of regulation (leading to market failure), transparency, enforcement, communication between stakeholders, and suitable standards, the lack of more intense European lobby work, the difficulty and complexity of security problems (e.g. complexity of SCADA systems), the lack of trust in infrastructure, and the workload of network edge services.

5.4 Gap analysis (tech., policy, regulation, and competences) for achieving the vision
Participants recognized end-to-end security, studying/managing the behaviour of complex interconnected systems, and data leakage protection (DLP), protection and secure refine of OSS/well-known platforms/APIs and secure computing in hostile environments as technological research gaps. Moreover, the lack of education, usability, trust, and key management were found to be research gaps. Another gap highlighted was to understand the impact of architecture and design on governance/policy as a service and agile interoperability. Other mentioned research gaps lie in the M2M authentication, vulnerability analysis, resilience of energy supply, mobile security solutions, surveillance sensors, and in the lack of measurable indicators of trustworthiness as well as in the combination of safety and security means for infrastructure.

In addition, gaps lie in the implementation/regulation/enforcement of standards and inter-networking, in the question of how properties (of technologies and services) can become more transparent, and in the regulation of the handling of historic data.

5.5 Structure of this Section
In the remainder of this section, challenges and issues, technological inhibitors and enablers, and gap analyses are discussed separately for each particular sector of infrastructure. First, the three fundamental sectors ICT, Energy, and Transportation are covered. Afterwards, we focus on sectors that depend on these three sectors.
5.6 ICT Infrastructure

5.6.1 Issues and Challenges

ICT infrastructures have become pervasive in our modern life. We rely on them for services that have become intensely critical for many aspects of our modern life, such as obtaining basic services (energy, water, transportation, ...) or easing our activities (computing faster routes on the road, entertaining ourselves everywhere, etc.).

As stated by ENISA, “citizens expect national authorities to be fully aware of the possible interdependencies” in the context of technical and geo-political threats to the Internet infrastructure” and that the authorities “put in place all possible measures to ensure the security and resilience of their communications” [MAT13]. We can assume that the same sentence can be stated for all relevant security-sensitive infrastructure, including communication and telecommunication infrastructure, especially for international (mobile) telecommunication.

However, many security issues remain unanswered:

1. Understanding and visibility of risk and security measures. In many cases, security imposed in ICT infrastructures is seen as a constraint and a loss of functionality. For example, we have known for a long time that JavaScript and Adobe-flash are dangerous attack vectors that can be served by a malicious web site to attack the browser. On the other hand, a web without JavaScript and Adobe-Flash is very hard to navigate. Therefore, people arbitrate and prefer functionality to security. Part of this arbitration process is because users do not perceive or understand the risk, while they immediately perceive and resent the absence of the functionality. We should endeavour to both make security protection measures more acceptable by formally securing pivotal components, offering alternatives to dangerous functionality, and by clearly informing the user of the risk that he has to accept.

2. ICT infrastructures are highly interconnected. This means that there is a very high probability that a security incident will propagate from place to place (unless the attacker specifically targets a given organization). Yet, the granularity at which we are currently able to validate networking activities, the flow level (addresses and ports source and destination) is highly insufficient to provide the required level of control that would facilitate the deployment and management of security measures that would provide fine grain control over the exchanges (both in and out) in which a specific ICT infrastructure is involved.

3. ICT infrastructures contain components whose failure will systematically compromise their integrity. From cryptographic protocols to operating functions, this “trustworthy core” provides the foundation for flexible and powerful higher-level application layers. Recent attacks26 have shown that subtle defaults in the implementation of such components can have a major impact on the systems that rely on them. In addition, while high-profile vulnerabilities are patched in a matter of hours, there is no guarantee that less visible threats are not remaining. There is a need for tools and methods that provide developers, integrators, and validators with strong and demonstrable confidence in the mission-critical components of their infrastructure.

4. ICT infrastructures are highly complex. This means that there are many entry points, and that these entry points are run by people with different capabilities and needs. Even though the organization running the ICT infrastructure may have defined a global security policy, it is very hard to ensure that all policy enforcement points will effectively interpret and implement the same security rules (or their appropriate share thereof). As such, it would be possible for an attacker to find the weakest spots and to penetrate the ICT infrastructure even if protective measures have been implemented. There is a significant lack of measurements and metrics that would enable a central authority to assess its security posture, and to point out these weakest policy enforcement points.

5. Many attacks against ICT infrastructures could be detected much earlier than they currently are. In many cases, owners of ICT infrastructures are alerted after the compromise has taken place (and sometimes significantly later, in a matter of months) and by the outside world receiving deviant behaviours. Yet, in a large number of cases, internal detection and protection systems sent to their

26 http://heartbleed.com/
management platform the right alerts. This means that even though there has been a lot of progress in detecting attacks, the analysis that leads to the risk evaluation and mitigation remains faulty. This is a significant area of progress, both on the technical side (accuracy of alerts needs to be better, explanations need to be clearer, time from detection to mitigation needs to improve) and on the human side (security alert analysts need to be better at assessing the information they receive).

6. Security remains oriented towards the protection of the physical (or virtual) components of the ICT infrastructures. The basic assumption is that if the technical infrastructure is secure, what it is used for (information processing) will be as well. Yet, in many cases, the most valuable property is the data itself, and service-level or data-level attacks (for example SQL injection or Cross-Site Scripting) easily bypass the protection layer of the ICT infrastructure to get access to the data. Protection and detection mechanisms, as well as security policy formalisms, need to become better at specifying the security needs that are tied to the actual information, and not just to the protection of the physical equipment.

7. Mobile Equipment: Mobile equipment in ICT context is linked to various challenges such as loss of devices, jailbreaks, BYOD, and mobile malware [CAP14]. Also important in this regard are challenges linked to Big Data, such as data mining using all kinds of ICT-related data while preserving privacy [CAP14].

8. According to AV-Test there have been around 80 million new, unique malware samples in 2013. Thus, we are in urgent need for fast and reliable malware analysis capabilities. Currently, the majority of these malware samples are targeting end-user pcs, server systems or smartphones. With our security mechanisms, detection and analysis capabilities for today’s malware evolving we have to expect malware authors not only adapting to changes in the ICT landscape but also to our evolving capabilities. Thus, there will be changes in malware’s behaviour and capabilities we have to adapt our analysis capabilities to (cf. Gap analysis (tech., policy, regulation, and competences) for achieving the vision for a list of list of features we have to expect from future malware that research should take into account in for better analysis capabilities).

9. Competition with High-tech Players: Currently the EU is not competing any more with ICT high-tech players, but newcomers like China, India, etc. The current mass surveillance can be seen as a wake-up, what will be lost when dependency and legislations are misused towards EU. We see that there are at least two challenges which are needed to overcome:

   a. Build European assets for ICT and ICT security.
   b. Protect European ICT assets and ICT security instruments from unfair competition.

10. Compliance with privacy and security laws, as well as ethical concerns, in managing privacy and cybersecurity risks associated with the collection, use and disclosure of information handled by ICT systems.

Shortly:

1. We have a clear shortage with European ICT assets, which means that the EU is heavily depending on foreign ICT components. We need to improve this situation by the Horizon2020 program in the way that this funding is targeted to European organizations, which will then also build the ecosystem competences in this area for European utilization.

2. As we have seen, European ICT players need similar support as US companies when building their ICT security and business. In the EU, we have been concerned with unfair competition that we have seen in passenger plane and shipyard industry. However, the EU focus should be broadened also to cover ICT and ICT security industry. When Google has been under investigation here in the EU, NSA has taken immediate actions to influence and mitigate this kind of investigation which is targeted to US ICT industry players. This means in other words that the EU needs to protect the ICT industry in a similar way as Shipyards and passenger plane industry.

3. Part of the NIS work is risk assessments (WG1), which happens only if information is available to make

risk assessment. This information to make justified decisions from risk area cannot be done only through political or commercial justifications. We should take into account how in the long run EU could make security assessments to ICT components (Hardware or Software) used in EU networks. In this, we should perhaps look to US as well, while they have already a working program on how to utilize foreign ICT components in their networks.

5.6.2 Identification of Technology, Policy and Regulation enablers/inhibitors

5.6.2.1 Enablers

1. The increasing diffusion of mobile devices that enable ubiquitous computing and enlarge the number of ICT users.

2. The establishment of the new EU General Data Protection Regulation.

3. The growth of available services on the Cloud.

4. The extension and inter-connection of the Internet to the real-world, by means of sensors, actuators and, more in general, smart-networked-appliances, make the ICT more pervasive and involved in any human activity.

5.6.2.2 Inhibitors

1. The ICT user set is made of many entities, including many people with different capabilities and levels of awareness about security threats, each running an entry point to the ICT infrastructure. It is thus very difficult to ensure a measurable and reliable enforcement of security policies.

2. The usage of ICT products, made outside Europe, rise the security and privacy risks for the ICT-based European business.

3. The fear to lose control and power makes many organizations and individuals against the sharing of information they own and dramatically reduce the opportunity to enhance the level of interoperability of their ICT systems.

5.6.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

A major aspect in the context of ICT infrastructure gaps is the sophistication of malware due to the following aspects:

1. **Cloud-based malware.** With the evolution of cloud-based services, we have to expect malware targeting and leveraging the cloud infrastructure. That leads to malware authors shifting their focus from targeting end-user PCs running Windows OS on bare-metal machines to virtualized server systems. Accordingly, we have to be prepared for challenges coming with malware running in virtualized environments (e.g. prevent malware to escape from the virtual environment gains importance).

2. **IPv6 ready malware.** Most malware is still communicating using IPv4. Since many countermeasures still do not take into account IPv6 traffic malware will move its communication to IPv6. Thus, we should research how this affects our today’s countermeasures.

3. **Deep system mobile malware.** Currently most malware for mobile systems are malicious apps. In the future, we might see malware trying to get deeper than the Dalvik Virtual Machine. Thus, malware targeting the OS or device drivers directly.

4. **Hardware & close-to-hardware Trojans.** At the latest since the Snowden, documents are online, we
know that there already exists a multitude of possibilities to leverage ICT components (e.g. routers, switches) for spying purposes. Unfortunately, there are multiple additional possibilities leveraging hardware or close-to-hardware software (e.g. device drivers or firmware) to infiltrate systems. Thus, we should research possibilities to detect and analyse such infiltrations.

H2020 clearly identifies the need of preventing cyber-attacks on any component of the digital society (networks, access devices, IT services, etc.), including intangible assets like intellectual property and privacy. The H2020 legal basis includes amongst others the EU Data Protection Directive 1995/46/EC, (expected to be replaced by the new EU General Data Protection Regulation in 2015) that is a privacy law applicable to all organizations that collect and process personal data in the European Union.

Thus, the concepts behind such Regulation (along with any EU legislative source on this field) need to be acquired and applied through a multi-disciplinary approach, including the legal, ethical, social and technical aspects.

New challenges will arise as consequence of that analysis to be handled by ICT infrastructures using any methodology and tool (e.g. Privacy by Default, Privacy by Design, Privacy Impact Assessment, etc.) in order to adequately protect privacy and personal data, check processing activities against requirements from privacy regulations, track incidents that lead to unauthorized disclosures (investigation, remediation and reporting), and deter data misuse.

New principles will be adopted as, for instance, people will be able by default to (i) access their own personal data and rectify any wrong or incomplete information; (ii) control the privacy of communications and content (graphical as well as textual); (iii) control the life cycle of shared content having the opportunity of objecting their data processing on legitimate grounds; (iv) verify the identity people accessing their data; (iv) manage the contractual commitment to maintenance of their data. Moreover, people will give their explicit consent for the collection, use, dissemination, and maintenance of personal data and they will be able to keep track of and communicate what they are saying in the context in which they are saying it.

5.7 Smart Grids

5.7.1 Issues and Challenges

A Smart Grid can be defined as a process, rather than a product. It is the digitalization of the electricity infrastructure and it is the transition from a closed, centralized, analogue infrastructure to an open, largely decentralized, digital infrastructure. A Smart Grid is the transition from a system where generation, based on fossil fuel, adapts to users consumption, to a system where user consumption must be flexible enough to adapt to the fluctuations of the renewable based generation. Finally, a Smart Grid is a system where electricity is traded as a commodity on international marketplaces.

A Smart Grid provides energy on demand from distributed generation stations to customers. The grid intelligently manages the behaviour and actions of its participants using information and communication technologies (ICT). A novelty compared to existing energy networks is the two-way communication between consumers and electric power companies. The benefits of the Smart Grid are envisioned to be a more economic, sustainable and reliable supply of energy. However, significant security concerns have to be addressed for this scenario, due to the possible dangers of missing availability of energy for customers, as well as threats to the integrity and confidentiality of customer’s data. These concerns are of particular relevance, because energy grids have a significantly longer lifespan than telecommunication networks [ALO12]. In addition, privacy concerns have risen, such as the possibility of creating behavioural profiles of customers if their energy consumption is transmitted over the Smart Grid in small time intervals [LIN14]. In particular, the attack surface is increasing over time in the Smart Grid for two reasons. Firstly, an increased amount of private sensitive customer data is available to service providers, utility-, and third party partners. Secondly, new data interfaces such as new and improved meters, collectors, and other smart devices cause new entry points for attackers [NES14].

Resilience has always been the prime goal for the operators in charge of the generation, transmission and distribution infrastructures. In Europe, these operators have a long track record of success in containing accidents, avoiding black outs, and mitigating the effects of natural disasters. With the Smart Grid, cybersecurity is now at the core of their efforts to provide a resilient infrastructure.
The issues linked to cyber-security follow from the very nature of the Smart Grid transition. It should be assumed that all software components could be compromised either because they are exposed to the Internet, or because physical security can be bypassed. It should be assumed that all components of the Smart Grid, from smart meters, to power plants, or relays could be targets for cyber-attacks, as well as the SCADA systems used to monitor these software components. As mentioned earlier, user's privacy should be enforced, and the mechanisms of trading marketplaces should be resilient.

The fact that any components might be compromised is commonplace on the Internet. The obvious solution is to rely on encryption whenever data is transmitted or stored. The problem then is (i) to secure encryption keys, (ii) to secure encryption and decryption and (iii) to secure the computation that takes place on decrypted data. The existing hardware protection techniques (e.g., trusted execution environments or hardware secure modules) can be used to guarantee confidentiality and integrity (as the sensitive data is protected in hardware that can provide tamper-resistance and tamper-evidence), but they cannot guarantee availability (as the secure hardware is accessed from software which is potentially compromised). Sandboxing techniques can be used to contain the computations on decrypted data. Note that these techniques address the issues linked to cyber-security as well as privacy.

The challenges thus are the following. First, the use of hardware protection techniques must be integrated in the software development processes that shape the Smart Grid. Second, it is crucial to devise denial of service defence methods that do not disrupt the Smart Grid. Third, the Smart Grid architecture and governance must be such that compromised components are detected and isolated in a way that minimizes the impact on the rest of the infrastructure. Finally, disaster recovery testing techniques such as Google’s DiRT or Netflix’ Chaos Monkey should be adapted to the Smart Grid.

5.7.2 Identification of Technology, Policy and Regulation enablers/inhibitors

5.7.2.1 Enablers

1. Resilience for the generation, transmission and distribution infrastructures
2. Early-warning systems, which contribute to situational awareness for every part of the smart grid infrastructure
3. Accessibility and complexity of legal requirements
4. Means to respond in (almost) real-time to attacks on the smart grid infrastructure
5. Secure SCADA systems (cf. section on ICS control system’s security - *Industrial Control Systems, including SCADA, in selected sectors for (Water, Food/Agriculture, Nuclear, and Chemical Operation)*

5.7.2.2 Inhibitors

1. Fear of effects of possible attacks on the energy/smart grid
2. Privacy concerns regarding customer’s sensitive data as such data is available to service providers and third party partners to an increasing extent
3. Increasing attack surface due to new data interfaces, collectors, and related devices
4. Lack of security awareness on provider-side
5. Insecure SCADA systems (cf. section on ICS control system’s security - *Industrial Control Systems, including SCADA, in selected sectors for (Water, Food/Agriculture, Nuclear, and Chemical Operation).*
5.7.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

These challenges rise to a number of research topics, which will be relevant in the years to come:

1. **Exchangeable and evolving security mechanisms** are of utmost importance due to long life spans and the previously described changes during the grid's lifespan. For each security mechanism, we have to evaluate possible future threats and provide the means for updates and replacements.

2. **Evolving privacy requirements** have to be considered due to permanent increase of personal data. Moreover, we have to consider that more types of data can become personal data. In the grid, we now consider energy consumption data and location data as personal information. In the future, the list of data that can be contained and analysed will increase by, e.g., food consumption, cleaning, social activities, professional ambition, health status, and upcoming travels. We have to create methodologies to check if new privacy threats arise and elicit privacy requirements for these, which have to be fulfilled by the grid’s stakeholders and technologies. A focus should be on visualizing privacy threats to customers and practitioners to raise awareness of these issues in an intuitive way.

3. The availability of energy is the primary goal of the Smart Grid. **Early warning systems** are required that can identify if a service or stakeholder threatens this goal. The protection of this goal has to allow for mechanisms that can disconnect smart devices or stakeholders from the grid, and even isolate entire parts of the grid if security threats arise from them that target the availability of energy.

4. Professionals alone cannot tackle the increasing security and privacy concerns in the grid. We have to provide **easy access to privacy and security best practices for practitioners and customers**. Governments and industry have to collaborate to provide incentives to familiarize all stakeholders with these practices, such as reduced energy prices for well-applied security and privacy techniques. Moreover, the grid providers should rely on the information of customers for suspicious activities in the grid. We have to have an easy-to-use infrastructure for reporting these events and supporting the customers in making correct choices where to place their trust.

5. It is of vital importance for all stakeholders of the grid system to be aware of **changing legal requirements** e.g. for energy consumption, privacy etc. We need mechanisms in the grid to distribute and consider this information when interacting with the grid. The information in legal texts has to be explained in a comprehensible way, and the penalties for violating the laws have to be made explicit in order to deter attackers.

6. The Smart Grid and its environment will **change permanently** due to new and updated devices, communication protocols, and services. It has to be permanently re-evaluated if the security assumptions still hold, in particular, when bootstrapping new devices into the grid. The grid connects households, houses and areas, which makes it difficult to isolate single devices. We need technologies that make it possible to measure how much a stakeholder trusts a new device, to monitor and evaluate its behaviour, and automatically isolate the device if it violates trust assumptions.

7. The Smart Grid relies on the **integrity of data** in the grid, e.g., concerning energy consumption, information for steering energy consumption and production, etc. The data is transferred throughout the grid. Integrity mechanisms have to ensure that the data remains unchanged by unauthorized persons or services and the data remains available as long as required. In some cases this information have to be transmitted in real time, e.g., to increase the energy production and release stored energy if the demand suddenly increases. The issue **how to protect these data over the long lifespan from the increasing attack surface** is a current challenge. Moreover, protocols to aggregate data for privacy reasons or to prioritize data have to be evaluated constantly to ensure the privacy and dependability of the grid. Methodologies and implementations that provide these flexibilities have to be developed.
5.8 Transportation

5.8.1 Issues and Challenges

Before introducing issues and challenges it is worth identifying the context of Transport Critical Infrastructures (T-CI) in the transport domain, i.e. define what is part of a Transport Critical Infrastructure, and what is not:

A Transport Critical Infrastructure is a transport system (for people and freights) whose failure may have a macroscopic effect on critical sectors at National and/or European level.

It is worth noticing that the definition applies differently to the different transport modes (road, rail, air, etc.). As a sample, the malfunctioning of a train on the RailRoute2050 backbone could have a relevant effect on the tourism sector at European level, so in this case trains running on the rail backbone are part of the T-CI itself. On the other hand, malfunctioning of all traffic lights on a small town would not impact significantly any critical sector, so that particular traffic light system shouldn’t be part of a T-CI.

Moreover, we define each T-CI as subject to a single controlling entity (either alone or composed by a consortium). As a sample, Italian and French highways are two different T-CIs as they are subject to different controlling entities.

For the purpose of this section, T-CIs are analysed from the point of view of the ICT systems governing them. In particular, we foresee that, in the next years, the T-CIs will greatly increase reliance on ICT systems. This is also reflected by the aim of creating a Single European Transport Area, thus easing “the movements of citizens and freight reduce costs and enhance the sustainability of European transport.” The major challenge in the creation of a single transport area at the European level is the interoperation of ICT systems governing the existing T-CIs, which cannot be easily replaced. Interoperation does not only refer to technical aspects related to the interconnection of existing systems, but primarily refers to the definition of policies and procedures enabling an extensive collaboration of systems that govern every T-CIs.

In the transport sector, there are significant strategic challenges in which ICT can play a vital role. Among the most important challenges, it is interesting to mention:

1. minimization of CO2 emission by promoting the use of cleaner means of transport such as electric vehicles,
2. increase of road safety with particular attention on reducing significantly the number of deaths caused by road accidents,
3. creation of the Single European Sky, to address the forecasted 50% increase in air traffic in the next 20 year,
4. increase of the capacity, speed and safety of both passengers and goods rail transport systems,
5. creation of an European cross-border integrated and sustainable transportation network,
6. improvement of the cross-border electronic document interchange and logistics support systems to enhance the efficiency of the freight traffic by sea.

Transportation systems are becoming increasingly complex, incorporating numerous, intricate control systems and sub-systems working in parallel; also, they interoperate in an environment composed by a large number of diverse service providers, across several countries. A wider use of communications and information technology will increase the efficiency and functionality of transportation systems. The increase in complexity, functionality and connectivity comes at the price of an increased vulnerability.

These complex infrastructures will be highly distributed and thus difficult to protect; besides, it is also important to consider that every country has its own networks and every transport operator has its own strategy regarding the protection of its infrastructure.

Vehicles and other means of transport will be connected to communication networks to support infotainment, safety and emergency functionalities. Transport support systems will be more easily accessible by nomadic users – this is a truly indispensable factor in the transport sector.

This new scenario will introduce new threats and risks, and more critical dependencies with risk management, prevention, infrastructures monitoring, collaboration and crisis management, user data privacy. Some challenges in security and resilience will be common factors across the different types of transport:

1. assess and manage risks
   a. compliance with the requested level of security, safety, dependability and privacy, taking into account the whole perimeter of the infrastructure (including physical assets, the cyber layer, processes and services)
   b. increasing threat and risk factors, including cyber, physical, process and human risks

2. prevent attacks
   a. achieve a comprehensive and continuous situational awareness, supported by an information intelligence capability
   b. support the information sharing and the effective and automatic use of exchanged data
   c. tampering of field devices, roadside and infrastructure equipment
   d. security (including confidentiality and availability) of the communication channels used by infrastructures, vehicles and other transport means; equipment’s mutual authentication and trust

3. monitoring and protection
   a. integrated monitoring, including all infrastructures layers (physical, field, network, systems and applications)

4. unauthorized data access, modification or destruction
   a. unauthorized use of services or denial of service (DoS)

5. manage incidents
   a. incident real-time detection
   b. automated systems self-configuration

6. privacy of users data
   a. privacy in open and Big Data, distributed networked objects, passengers and vehicles geo-localization information and mobility patterns

7. secure and precise positioning of transport means and goods
   a. dependable and attack resilient positioning systems

5.8.1.1 Sub-topic: Port Security

Critical Information Infrastructures (CIIs) are a vital element for the functioning of the most critical infrastructures that underpin our economy and society, including for example transport, energy and telecommunication infrastructures. Therefore, for over a decade significant efforts have been allocated in the introduction of risk management and assurance methodologies, which hold the promise to alleviate the vulnerabilities of the CIIs, thereby reducing potential adverse effects in both society and economy [GIA12]. In principle, most of the risk assessment methodologies focus on the identification and classification of threats, the identification of the various vulnerabilities and ultimately the evaluation of the potential impact of threats and vulnerabilities [STE10, HER10]. However, the various methodologies feature several differences in terms
of the end-users and stakeholders that they address (e.g., policy makers, decision makers, asset managers, CI operators, solution integrators), but also in terms of the assets that they address and the level of accuracy that can handle.

The limitations of existing risk management methodologies in terms of addressing the cascading effects and the complexity of the ports’ supply chain, and more in general, of the Transportation ecosystem, have not been considered by the existing standardization and legislation efforts. In particular: Maritime security standards and legislation (e.g. the International Ships and Port Facilities Security Code (ISPS), the International Safety Management Code, EC Regulation No 725/2004 on enhancing ship and port facility security, and EC Directive 2005/65 on enhancing port security) and risk assessment methodologies (e.g. MSRAM, MARISA) do not address the ports CII cyber security adequately. Specifically, they concentrate on the protection of the physical nature of the ports, thereby ignoring their cyber-nature. Additionally, in the calculation of impacts they ignore the cascading effects from the interdependent threats.

Not surprisingly, the first ENISA (European Union Agency for Network and Information Security) report on cyber maritime security (2011)\(^{30}\) concludes “the awareness on cyber security needs and challenges in the maritime sector is currently low to non-existent”.

During the last couple of years, we have witnessed the emergence of research initiatives that attempt to deal with the cyber risks and vulnerabilities of the port-CII ecosystem, both in terms of the number of stakeholders and in terms of the complexity of the CII assets involved. For example, during the DG-MOVE international 2012 conference, the national project S-PORT\(^{31}\) was acknowledged as a national research effort on ports’ CII cyber risk assessment. S-PORT provided a collaborative environment for the security management of the Port Information and Telecommunication systems [NTO12, NIN12]. Except for this national activity, EU wide activities towards a holistic risk management framework for port security have recently emerged under the CIPS\(^{32}\) (e.g., CYSM\(^{33}\), MEDOUSA) and FP7 programmes (SUPPORT, CONTAIN). Nevertheless, the risk assessment methodologies studied in these projects are limited to the port’s CII domain and do not consider or predict cross-sectorial, cross-border threats from the port’s supply chain.

Overall, there is a clear need for extending and validating existing risk assessment frameworks in terms of their ability to deal with cascading effects risks and vulnerabilities, associated with cross-sectorial, cross-border threats. A starting point for modelling cascading effects lies in the understanding of the inter-dependencies of the various infrastructures [PED06, STE01], which include physical, cyber, geographic and other (logical dependencies). Moreover, techniques for modelling and understanding risks in the scope of Systems-of-Systems (SoS) are needed, along new techniques for modelling composite port assets.

### 5.8.2 Identification of Technology, Policy and Regulation enablers/inhibitors

#### 5.8.2.1 Enablers

1. **Technology:** secure and resilient network architectures / increased connectivity, secure ICT supply chain, automatic malware detection, real-time incident detection, robust authentication systems, data anonymization, data fusion, secure wireless communications, supercomputing, secure scalable ICT systems.

2. **Policy:** info sharing PPPs, incentives to innovation, access to risk capital by cyber start-ups, use of EU structural funds to raise cyber protection of infrastructures, incentives to public sector to improve unified governance of complex infrastructural systems, complexity of transport systems [CYS13b].

3. **Regulation:** cyber security directive, data protection regulation.

---


\(^{32}\) “Prevention, Preparedness and Consequence Management of Terrorism” and other Security-related Risks Programme of the European Union

\(^{33}\) [www.cysm.eu](http://www.cysm.eu)
5.8.2.2 Inhibitors

1. Scarce public funding to research and innovation, fragmentation of critical infrastructure protection policies, lack of public incentives to ICT infrastructure upgrade, lack of trust for information sharing, freedom of information legislation.

2. Additional inhibitors are failures of public ICT networks, software vulnerabilities, Global Navigation Satellite Systems (GNSS) spoofing, novel attacks (framing attack [attacker causes malfunctioning of on-board equipment of vehicle], Sybil attack [attacker simulates vehicles, e.g. placing ghost vehicles besides real ones] and various other attacks, such as faking identities) [CYS13b].

5.8.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

1. Technology and competences: Despite the proliferation and advancement of risk assessment methodologies, most risk assessment frameworks are sector specific without considering the overall picture addressing the spectrum of threats and their various cascading effects that are associated with security incidents occurring from interacting entities, cross-sectorial, cross border interdependencies and massive interconnectivity. A consequence is the tendency to protect themselves from risks relevant to their domain of responsibility, tailored to their particular needs ignoring threats from their supply chain, undertaking disproportional risk mitigation measures narrowing down the possibilities for cost-effective risk mitigation. This gap is very critical in the case of security associated with the transport sector, given that it is characterized by significant interdependencies at multiple levels (infrastructural, national/intra-sectorial), interacting with all actors in the complex transportation eco-system and other CIIs (e.g. energy networks, telecommunication networks), thereby they need to treat internal, external and diffused cyber-threats from the whole set of interrelated sectors.

2. Policy: incentives to innovation, incentives to information sharing, programs for the cyber protection of EU assets (Galileo, Copernicus, SESAR, SIS).

3. Regulation: Cyber security directive.

5.9 Smart Buildings in Smart Cities

5.9.1 Issues and Challenges

The term “Smart City” provides an umbrella that integrates various types of infrastructure, including traffic light management, smart factories with industrial control systems (ICS) (covered by an own section), power plants (also covered by an own section), public transportation (covered by an own section as well), and smart buildings.

Smart buildings can be considered a key component of today’s infrastructure and today’s smart cities as they are also a surrounding element for other infrastructure. For instance, a smart factory can be located inside a smart building, which provides physical access control (PAC) and other functionality for the industrial control system (ICS). Being not always a critical infrastructure, a smart building can be basically everything from a small smart home to an international airport, including all its automated components, such as baggage transfer, air-conditioning, smoke removal systems, or heating.

Addressing side channels and covert communications in smart cities is an essential challenge as the feasibility to observe inhabitants, citizens, or employees working or living in buildings as well as elders in Ambient Assisted Living (AAL) is linked to serious threats (e.g. selling electronic healthcare sensor data at the black market). Data leakage protection of sensor data must thus be achieved, what can be done by securing wireless sensor networks (WSN) and other technology used in smart cities, and especially in smart buildings.
One challenge in this regard is the increasing inter-connectivity of smart systems ("systems of systems" within the Internet of Things, IoT) that leads to additional security threats previously not foreseen by the design of these systems.

In an extended scenario, so-called smart building botnets or cyber physical botnets (CPS botnets) are thinkable and feasible [WEN14], i.e. botnets consisting of a high number of CPS like buildings and utilize their sensors and actuators to perform malicious activities. Some of the thinkable activities performable by such botnets are mass surveillance as well as complex scenarios. For instance, a (regional) oil/gas seller might use a smart building botnet to slightly increase the heating levels in his customer’s homes each night in order to force them to order oil/gas sooner as they actually were required to [WEN14]. To achieve a stealthy mass-surveillance (which can be used for data leakage as well), it is expected that “network steganography” can serve as an enabling technology [WEN14].

### 5.9.2 Identification of Technology, Policy and Regulation enablers/inhibitors

#### 5.9.2.1 Enablers

1. Improved standards for network protocols in building automation systems and other components of smart cities such as BACnet, KNX or LON, which comprise the most sophisticated security features among the traditional protocols used in the area. Such features should increase confidentiality, integrity, and authenticity of the transmitted data.

2. Increased functionality which leads to easier monitoring and administration of smart city infrastructure including smart buildings.

3. Integration of security features which provide security in a way that does not influence the functionality of legacy hardware components, e.g. traffic normalization [SZL14] or passive monitoring approaches.

#### 5.9.2.2 Inhibitors

1. The popularity of legacy communication standards like EIB or Modbus is a clear inhibitor for the integration of new security features. These protocols enable various security threats while providing (almost) no security features.

2. Some of the communication protocols used in smart cities are not linked to an open specification and cannot even be analysed by the scientific community without performing reverse engineering.

3. Another problem is that legacy components are still operated and still integrated into “smart” environments while it is expected that the integrated systems can be securely operated over decades. These systems are hardly patchable (e.g. providing no functionality for applying patches and moreover do not possess the computing power to integrate state-of-the-art security features).

4. In buildings, know-how about the building automation equipment is getting lost after selling a building to another party.

5. Techniques for patching smart buildings and other infrastructure components within smart buildings.

6. Lack of situational awareness in case of a huge number of simultaneously occurring events in smart cities or parts of it (factories, buildings) [WEN14b].

7. Lack of data leakage protection means for smart city environments

8. Decentralized legacy equipment, e.g. many old traffic light management systems are not accessible on-line and can only be configured in field work.

9. Lack of awareness for security threats by the operators. Especially for smart buildings, operators are – in many cases – facility managers possessing no knowledge on IT security aspects for their operated environment.
5.9.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

Patch-ability and security monitoring of smart city environments must be provided. Therefore, novel update mechanisms must be implemented and concepts must be developed to achieve updatability over decades in the context of limited computing power and limited memory on embedded devices such as control units, sensors and actuators.

Side channels of smart environments were up to now only analysed in very specific and academic contexts (e.g. smart metering and some areas of building automation). Research on these topics must be extended in order to provide privacy by design at the infrastructure level.

Operators as well as integrators lack tools and features to integrate security and to keep security alive. For instance, it is uncommon that historic event data (sensor value changes, actuator state changes etc.) is encrypted and that network data communication is encrypted in these environments.

5.10 Industrial Control Systems, including SCADA, in selected sectors (Water, Food/Agriculture, Nuclear, and Chemical Operation)

5.10.1 Issues and Challenges

Industrial Control Systems, as used in Water, Food, Nuclear and Chemical operations, form a diverse ecosystem with varying components and protection goals. A shared feature of those – as well as similar systems in transport, electricity and manufacturing – is that the security maturity level is largely rather low, and many deployed systems have no security whatsoever. In the past, this was argued to be acceptable, as these systems where operated as separate islands with no connection to the outside world. With the increasing use of off-the-shelf components, remote maintenance and system integration, as well as increasing realization that air-gapping rarely works in a practical system deployment, those systems are now increasingly exposed to external attacks, and data gathered from commercial companies and national CERTS show a massively increased number of targeted attacks in this domain.

So far, in the industrial control system domain, great emphasis has been taken on safety issues, while security in many systems plays a minor role. While this does give some starting point – the safety culture already accepts investments on product feature that do not add functionality in this sense, and require strict procedures and documentation. At the same time, safety and security often conflict – a firewall or encryption on a communication layer add security, but also add an additional point of failure from a safety perspective. This – and the need for easy maintenance - is also one of the reasons why many systems lack any meaningful access control, which is one of the primary security controls in IT systems.

Patching is a particularly complicated issue in an ICS system. In addition to some components being hard to reach and not prepared for software updates, patches have to be applicable without interrupting the components operations. More critically, the patched version must not introduce any safety risk, for example by changing the real time behaviour of the system or the way it interacts with other components. The assumptions of those requirements are often poorly documented (if at all; the Ariane V explosion\(^{34}\) is a nice example how undefined requirements led to a disaster even on formally verified code), and sometimes a bug even becomes a feature that the system relies upon. For this reason, any critical patch will need extensive testing on a twin system before deployment. This testing process can take up several months, in which a now known security vulnerability will prevail.

Many ICS related devices tend to be surprisingly unstable, and they have been developed and tested for only a very well defined interaction with the outside world. As a result, even a simple network scan with NMAP can cause such devices to cease operation. This allows an attacker for easy vandalism (crashing random devices

\(^{34}\) [http://sunnyday.mit.edu/accidents/Ariane5accidentreport.html](http://sunnyday.mit.edu/accidents/Ariane5accidentreport.html)
on the network needs very little expertise), and complicates defending the network, as some of the defensive tools and architectures as well as frequent patching can themselves interact badly with the ICS Devices.

As for transport, smart grids and related critical infrastructures, the protection goal in industrial control systems is less to safeguard data from theft, but to keep a process going within safe parameters. This does involve physical components, which often cannot easily be interrupted – shutting down a chemical process can take a long time in which the control system needs to operate, and in some cases (such as the cooling of a nuclear power plant) some safety control processes need to be running indefinitely. This makes handling of detected intrusions much harder – even if an intrusion is correctly identified, it is often unclear how to react on it.

As opposed to normal IT components, ICS components usually have a very long lifetime, sometimes remaining in the field for decades. Thus, any security concept needs to be prepared to integrate legacy systems and architectures, and new systems need to be ready for requirements for an extensive period, without resulting in excessive pricing. An additional problem from this long lifetime is the availability of the suppliers; few suppliers are willing to commit to provide maintenance and security patches for such a long time, and there is a high probability that some suppliers or their subcontractors may be outlived by their devices. One recent example is Windows XP, which is still widely used in the ICS domain, but which is being phased out by the supplier and will have very limited support in the future. Consequently, a number of ICS systems have been hit by classical botnets, i.e., attack programs that had no intention to sabotage a control system, but scan the internet for outdated systems and turn them into spam-bots.

Another legacy are old protocols and standards, which are hard to update once deployed. Many ICS communication protocols support no security at all, and even include safety/debugging features that are counterproductive from a security point of view. Since even standards developed by experts for IT security (e.g., WEP/WPA/WPA2) needed to cycle through several generations to reach an acceptable security level, moving towards a security set of communication standards is a major task.

Finally, the long deployment of devices makes it hard to maintain an accurate network map; over the years, many organizations have lost the overview on devices – let alone software versions – they deploy, and redrawing such a map on the life system is difficult and potentially dangerous.

Due to their nature, many components in ICS systems are constrained in a number of ways, such as available memory, computation power, or user interfaces (This can be very case specific – while some components are essentially full PCs, others are highly optimized for cost and extremely constraint). This restricts the number of available security controls, and further complicates future-proofness. In addition, constrained memory forces programmers to cut corners, while secure code usually includes additional checks, controls, and error handling routines that eat up memory (lack of proper input validation is a common issue in ICS components). Furthermore, many ICS components have little hardware (such as execute-bits) or operating system support for security, making it even harder to produce secure code. This issue is enlarged by the generally low security maturity in the ICS component domain – ICS security rarely got attention comparable to IT security, and few suppliers had a need to implement security coding competence and policies. This is matched with a low maturity level on the procurement side; just as some suppliers struggle to implement secure devices, so do buyers struggle to clearly define requirements for the procurement process.

A separate challenge is the tendency to reuse existing technologies. While in many contexts, this is a wise decision – for example, no one should develop their own block-cipher as an alternative to AES unless there is an extremely good reason as well as available competence – in many cases, IT guidelines are a poor fit for ICS systems.

One of the strengths of ICS systems is the potential for simplicity on the component level – a thermometer needs to only transmit simple data units, and the code base therefore can be kept reasonably small. However, if IT standards are used, the thermometer might end up using a web-server for remote configuration and SOAP as an interoperable communication standard. While this does make the integration into the IT environment easier and allows IT professionals to fully use their expertise, this also dramatically increases the complexity of the device and introduces a large number of new potential vulnerabilities.

Even in a ‘normal’ IT security setting, performing a proper risk analysis can be a daunting task, and it is difficult to obtain solid numbers. In an industrial control system, this analysis can get even harder. On the probability side, the attacker motivation is quite diverse – while one can get a feeling on the benefit an attacker would get from industrial espionage or a cyber-heist (and thus the effort such an attacker would be willing to spend), the reasons for sabotaging a control system can range from a hacktivist making a point to a nation state actor with practically unlimited budget and patience. On the risk side, it is also not well understood so far what damage an attacker can do – while an act of vandalism is comparatively easy, little work has been done on the difficulty
and possibility to perform an attack that causes long term structural damage. This is especially important as the effect of a sabotaged ICS system usually goes beyond the company that got sabotaged, for example due to a product with wrong properties (in case of a chemical plant), unhealthy food, lack of critical services (such as water supply), or environmental damage.

With ICS systems being increasingly connected, there is also an increasing level of dependencies, many of which are not well defined. A number of control systems, for example, require precise time, which is acquired from the GPS system, which creates a common point of failure over numerous systems. Furthermore, many manufacturers require a remote maintenance possibility, which will massively complicate any security architecture.

ICS systems can reach an enormous level of complexity – the biggest example, the smart grid, covers an entire continent with a system that has literally 100s of millions of components. It is well known that software services of this level of complexity are difficult to execute, and therefore execute those in a way that results in a secure system. Digitizing an already complex control system is therefore something that requires a high level of skill in planning and execution, which may not always be available. Furthermore, increasing complexity and reliance on digital components make it harder to revert to a manual backup plan. For the time being, it is still possible in many systems to at least safely shut them down manually, which is a property that is increasingly disappearing.

Besides, the following challenges are listed by the CAPITAL project [CAP14]:

1. Off-the-shelf-software
2. Legacy systems
3. Remote access to data
4. Increasing complexity
5. Delay in fixing vulnerability of ICS
6. Improper input validation
7. Poor code quality
8. Insufficient access control
9. Missing encryption of sensitive data
10. Network security weaknesses
11. Privacy challenges: more detailed information on end-users, increased monitoring of employees (cf. previous section Smart Buildings in Smart Cities), integration of data, increasing information flows, conflicts between company and consumer interests, trust as an essential ingredient for technology adoption, privacy policies, and influence of end users and privacy policies

5.10.2 Identification of Technology, Policy and Regulation enablers/inhibitors

5.10.2.1 Enablers

1. Technology
   a. Baseline procurement guidelines, clear standards
   b. Security architectures that accommodate a large amount of untrusted devices

c. Increased experience with actual scads attacks


2. Policy
   a. Information sharing communities, sharing of expertise
   b. Compliance frameworks
   c. Trainings

3. Regulation
   a. Clear liability rules
   b. Minimum requirements to create a fair market for security (providing a balance in security by using cheap components reducing costs to be more competitive)

5.10.2.2 Inhibitors

1. Low maturity level of security features
2. Diverse environment
3. Difficulty of proper risk assessment and undefined business cases

5.10.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

1. Technology:
   a. Evolvable and fault tolerant architectures. Given the pace of digitization compared with the current maturity level, it is an illusion to expect an acceptable level of security in the near future; while security by design should be the goal and is the only approach that we can really recommend, in reality security will be designed in an insufficient way. This makes it very important to deploy systems that can evolve and improve over time, and grow the security level over time. Given the long lifetime of the systems deployed now, this needs to be built into the systems deployed now. Furthermore, it is necessary to establish an appropriate monitoring infrastructure to both react on incidents, and to be able to learn from them to harden the system in the future. Finally, systems need to be able to tolerate some level of device corruptions without a catastrophic failure, and to gracefully degrade if the processes cannot be operated properly anymore
   b. Zoning. It is an important tool to limit the effect of an intrusion, and to manage the complexity of the system (or the system of systems). As the primary thread here is a hazardous failure rather than information leakage, the classical zoning models will need to be improved upon.
   c. Testing Frameworks. Security testing is not yet a well-defined part of an ICS Security strategy. While individual robustness tests and certifications exist, and some devices undergo penetration tests, there is a lack of a comprehensive approach that makes the tests efficient as well as thorough. Developing such a testing strategy required a solid set of requirements taking into account the devices usage and potential role in a hazardous scenario, as well as structured testing approach and potentially a system design optimized for testability.
   d. Monitoring and Intrusion Detection. Given the difficulty of protecting devices, it is of vital importance to be able to detect a potential attack at an early stage. While there is some activity in SCADA monitoring, there is still a technology gap in terms of optimized sensors, combining physical and data sensors, event correlation for ICS systems, and automated reactions in case a
countermeasure needs to be deployed faster than a human operator can make a decision. Finally, 
good monitoring will give input on where the critical attacks occur, and can be used to more 
efficiently guide the effort on securing the systems on the long run.

e. Intrusion Mitigation. In an ICS system that safeguards processes, reacting on a detected intrusion 
is a difficult problem; even though the operators know their system is compromised, it still needs 
to keep running to keep the process safe. The solutions here are very process dependent and will 
look different for each individual scenario. Nevertheless, a common approach to develop a strategy 
can be built.

f. Low resource security. While some ICS devices are rather powerful, many components lack the 
resources to apply standard security measures. While some work has been done on low-resource 
security mechanisms for embedded systems, more effort is needed to make this applicable to the 
ICS domain.

g. Non-Intrusive Security. In safety critical systems, additional components are seen as a new 
potential point of failure, which makes deployment of security mechanisms difficult; furthermore, 
adding new components to legacy systems, or adding additional code to a 10 year old controller 
may not be a feasible option. Non-intrusive security is designed to be invisible to the system it 
secures, and to avoid affecting operations, network designs, timing, or any other critical factors.

h. Realistic Attack Scenarios. For IT systems, the security community has a lot of experience with 
realistic attacks. Penetration testers and white-hat hackers know how to execute successful 
attacks, and log files from exposed systems give a wealth of information on practical attack vectors. 
For ICS systems, this experience is lacking – few testers specialize on those systems, and little 
public data on real attacks exists. Data sharing on real systems as well as strategic use of 
honeypots can fill this hole, and help tuning the defensive approaches to real attacks.

i. Malware. Malware targeting embedded devices, ICS, or vehicles: With the ongoing trend to 
connect things, whether it is to the Internet or different devices together, and to include IT 
components in a magnitude of things (e.g. Internet of Things, Connected Car) malware authors will 
attack different kinds of targets. Thus, we need to research detection and analysis capabilities for 
malware running on embedded devices, ICS or vehicle components.

j. Additional gaps include appropriate risk analysis and management methodologies, design 
methodologies that will also cater for security requirements in addition to other functional 
requirements, and ICT-conscious Business Continuity Plans for ICS.

2. Policy

a. Documentation. Many ICS systems suffer from undefined external dependencies, requirements, 
assumptions, interfaces or other features. This should be required for all parts of the production 
chain, i.e., device manufacturers and their suppliers, integrators, and the system operators.

b. Simplification. By using IT technologies in ICS systems, the level of complexity is often increased 
to critical levels. While it is difficult to encode this in a policy, it should be tried to keep systems and 
components as simple as possible, rather than using the multipurpose tools developed for IT 
applications.

c. Dedicated Standards, Requirements, Best practices, Assurance Scheme. 
There is a lack of standards to certify or develop against in the ICS area. While some standards 
are now starting to be deployed (such as ISA99/IEC 62443), a more solid and broader framework 
of requirements and standards is needed to help operators buy and vendors to implement proper 
security guidelines.

d. Testing. Many devices in the field fail even the simplest security tests. These tests should be 
performed before devices are deployed (preferably by the vendors themselves), and all 
components of a critical system should undergo a thorough testing mandate.

e. Training/Workforce development. Security expertise is required on all levels of the value chain, 
from the embedded system programmer to the system operator. Currently, there are few
universities with programs that include control system security, as well as few on-the-job training programs.

f. Information Sharing Frameworks. Given the low level of experience in the field, it is important for the participants to learn from each other. For most ICS systems – at least on the operator side – security is not a competitive differentiator, so sharing within the community is a possibility without endangering business goals. One should note, however, that resources need to be provided to enable efficient sharing; incidents and experiences need to be properly processed to generate the sharable information, and time needs to be dedicated to disseminate and make use of the information. Furthermore, an effective sharing program does require building a trusted community, which needs itself needs maintenance through workshops, visits, etc.

3. Regulation

a. Handling of Critical Infrastructures. While the risk of the failure of a critical infrastructure is a risk for society, the cost of protecting them are often burdened onto the infrastructure owner, and sometimes strictly regulated (in the case of a natural monopoly). Mandatory security standards and procedures for such infrastructures can create a business case for an acceptable level of security. Developing such standards is a non-trivial task – it needs to take into account the state of the art now to avoid overburdening the operators and vendors, be reasonably cost effective, measurable, and needs to avoid motivating operators to try to elude the standard (according to Anderson [AND10], the high security requirements of the NERC CIP guidelines for power-plants with black start capabilities caused plant owners to remove those capabilities, leaving them with lower requirements and the entire grid more vulnerable.

b. Enforcement. While some good security guidelines exist, they are rarely enforced; both European and many national legislations restrict themselves to a non-committing set of recommendations. A stricter framework of enforcement is required to create a business case for security.

5.11 Public Administration and Open Government

5.11.1 Issues and Challenges

Public services are at the core of modern societies, and their availability and trustworthiness is a key enabler for economic growth and social innovation. Innovation in Public Administration is influenced by different drivers, such as the necessity to cut costs and to “do more with less”, the rising expectations of citizens with respect to participation and openness of public processes and data, the pervasive availability of mobile devices which represent an ubiquitous entry point to services, the mass usage of social media, and the obsolescence of old legacy systems versus the growing trend toward cloud-based ICT infrastructures for Governments.

All in all, governments must engage with the wider public and follow the open government principles in order to “make the services more user-friendly and effective, improve the quality of decision-making, promote greater trust in public institutions and thus enhance public value” [EC13], but at the same time they have to cope with strong economic constraints, which require the conception of new sustainability strategies and the reuse of best practices and solutions across all governmental levels.

The key role played by ICTs in such transformation is both a fundamental enabler and a source of issues. Indeed, for example, digitalization of public services and mobile government (mGovernment can be seen as the extension of eGovernment to mobile platforms) on the one hand help improving efficiency of the back-office and provide users with better and ubiquitous services, and on the other hand increase the attack surface and causes new security issues and privacy concerns, including distributed denial of service, identity thefts and information leakage.
5.11.2 Identification of Technology, Policy and Regulation enablers/inhibitors

5.11.2.1 Enablers

1. According to [CAP13] future governmental cloud infrastructures are a very appealing target for malicious hacktivists, since they represent a “single point of failure”, and a successful attack can potentially give access to a high number of agencies. However, since the security countermeasures deployed in data centres are quite high, external attacks that aim at stealing sensitive data or at mounting Distributed Denial of Service are not very likely to be successful. Indeed the security level of future cloud infrastructures is likely to be much higher than the one implemented by each single Public Entity, since they will be operated by personnel highly skilled on cybersecurity, which is not the case in the vast majority of Public Administrations.

2. Citizens will have the means to access and manage (including grant access to any third party), from a single point, their data and to adapt public services to their specific needs and to their specific context. Moreover, since data will be managed in a unique place, it will be possible to solve problems of redundancy and scattering of information across Public Administrations, thus improving accountability of the services.

3. Increasing diffusion of mobile devices that enable m-government (mobile government).

4. Establishment of effective and scalable identity management frameworks.

5.11.2.2 Inhibitors

1. Public administration is made of many entities, with many people with different capabilities and levels of awareness about security threats, each one running an entry point to the ICT infrastructure. It is thus very difficult to ensure a measurable and reliable enforcement of security policies.

2. Resistance to change by PA employees may be an obstacle to the diffusion of best practices for preventing cyber attacks.

3. There is a lack of methods and tools to specify and manage security and protection of data and information, beyond that of the underpinning ICT infrastructure.

4. New ICT channels such as smart TVs, mobile devices and other smart devices are multiplying the number of entry points for attackers and need different countermeasures with respect to traditional web portals.

5. Current ICT infrastructures, especially in the local PAs, are based on old legacy systems that can be hardly integrated with new security features and that do not support any open specification. Moreover there is a high risk that know-how about security in the systems gets lost when the system provider changes (vendor lock-in often implies unavailability of the necessary documentation to manage security).

6. Operators often are not specifically trained on security threats. Especially for front-office operators, this results in very high risks for data security and privacy protection in their daily-operated environment.

7. The obsolescence of governmental web applications is the cause of widespread vulnerability to XSS or SQL injection. Europe has the highest ratio of countries vulnerable to either XSS or SQL injection. More than 90% of European e-Governments can be considered vulnerable [NISL15].
5.11.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

Achieving the vision of an open government that is centred on citizens and that is able to leverage ICTs to make public services more effective and improve participation, collaboration and transparency, has a very strong impact on security and privacy issues and requires different type of research actions.

As to data protection and ownership, research must be done in order to give users full control on their own data and let them directly care about their accuracy and set individual access control rights, thus preventing data leakage and the multiplicity of a user’s identities on different systems.

Threats to resilience of governmental ICT infrastructures and services are reinforced by the lack of interoperability and common security standards. There is the need, at all governmental levels, and with the participation of private entities, individual citizens, and NGOs, to develop and put in place ad-hoc standards, policies and regulations and to share best practices from both the public and the private sector.

PAs manage a very wide spectrum of privacy/security relevant data (from data of public interest which are to be identified, prioritized, aggregated, extracted and opened, to highly sensitive data that require privacy by design approaches to the development of transactional services), each one with specific requirements and specific cyber security threats. This results in the necessity to address data protection and security through in an incremental and proportional way, provided that there is always a trade-off between increased security and usage, and that PAs must optimize their resource investments in this strategic area [AND11].

Finally, end-users education is one of the issues that has to be constantly addressed in the future, beyond purely technical aspects. According to [AND11] “Human behaviour, whether rational or not, lies at the core of cybersecurity”. Human factors play an important part in most attacks. This is due to the high complexity of the internal systems and overall lack of security expertise –especially considering modern attacks–, and lack of strong understanding about the organisation’s “sensitive” data [CAP13].

5.12 Healthcare Sector

5.12.1 Issues and Challenges

The massive trend towards seamless system and data interconnection, mobile services, smart devices and data analytics has already started and will lead to revolutionary changes in health care and nursing.

Healthcare system is evolving during the last years to address the new challenges deriving from the new social and economic conditions Europe is experiencing: citizen aging, more and more increase of chronic disease, overlap between health and social problems, new family models and the request for a drastic rationalization of the healthcare costs.

To meet these challenges, the European countries are drawing the priorities that should drive the development of their Health Systems and that should be based on:

1. Citizens empowerment easing the respect and adoption of healthy lifestyles aimed at a correct prevention of the chronic diseases and, as a consequence, finalized to address the goal of an healthcare systems spending review

2. Reinforce the community care and its integration with the mere hospital care (integrated care) are enablers to put the patient at the centre of the Healthcare system and benefit in this way of a better management, for instance, of chronicity, physical inabilities and new family compositions.

In this scenario, the ICT will play a relevant role enabling eHealth for citizens’ empowerment and eHealth for integrated care. Specifically, to address these two aspects which are strictly related to each other, it will be necessary to move toward a complete and deep digitalization of all the healthcare levels which is a precondition to put the citizens / patients in the position to exploit and use all the information — shared also with the healthcare and social institutions — necessary to enable the self-management of cares and preventions. All this will be possible thanks to infrastructures enabling the hosting and sharing of an increasing amount of clinical data following increasing standards of reliability and security.
5.12.2 Identification of Technology, Policy and Regulation

enablers/inhibitors

5.12.2.1 Enablers

The new technologies will be a crucial factor to master the challenges of an ageing society, but will also foster higher level health care through e.g. novel patient-centric therapies, improved prevention services and disaster management.

1. **Patient-centric health care**: systematic interaction of domain experts across institutions, e.g. through virtual boards (e.g. for patients with chronic or multiple diseases), use of bio-informatics data analytics for personalized drugs, integration of patients into therapies fostering patient empowerment.

2. **Novel and improved health services**: surgery robots, world-wide monitoring of medical treatments for high quality medical treatment, real-time disaster management for optimal distribution of emergency resources, real-time assistance for chronic diseases (e.g. allergy patients), telemedicine services for optimal distribution of expert knowledge, controlled worldwide use of antibiotics to cope with antibiotic resistance of bacteria, worldwide surveillance of epidemics.

3. **Prevention and Assistance**: Real-time surveillance of health data through smart devices (e.g. measuring blood pressure, consumed kilocalories, blood glucose, etc.), individual risk profiles, real-time detection of dangerous pathogens, smart assistance for disabled and elderly people (e.g. smart guidance for blind people, smart prostheses and or theses for people with mobility impairment).

Moreover, these additional enablers could be determined:

4. The citizens will be provided with apps which will share a unique bunch of clinical information and they will be tailored for specific target users, for well-defined activities on certain devices and in given usage context;

5. All the information will be managed by a unique and enriched Electronic Health Record which will overcome the current problems related to the scattering of the information and will be the pivot for the coordination between citizens and National Health Systems, clinical and social private providers;

6. The increasing interest of the citizens towards solutions enabling the mobile-health (m-Health);

7. The possibility to put into communication daily and 24/7 citizens with clinical and social staff;

8. Contribute to the definition of standards on the topics related to e-Health and m-Health.

5.12.2.2 Inhibitors

The risks related with such vision are:

1. Legislative and logistical conditions that can cause failure in the federation healthcare systems with the consequence of a partial or null management/ exploitation of the information available;

2. The absence of supporting legislations and guidelines;

3. Scarcce attitude of the clinical and social organizations to invest in e-Health.

The two prevalent inhibitors are costs and quality concerns. Safety, security and privacy are predominant quality aspects of the new technologies. New intricate attacks may arise for the new kinds of IT systems, affecting individuals but also large parts of the population.
5.12.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

The combination of interconnected cyber-physical systems with manifold potential vulnerabilities and complex data analytics services requires new generation safety and security measures. For instance, personalized drugs or worldwide antibiotics control cannot be tackled with today’s security technologies. In particular, gaps arise concerning the coordination of security and safety measures in such world-wide scenarios and the need to drive security measures from a business (i.e. cost-driven) point of view. Privacy issues require a high level of transparency, e.g. by fostering trust through high quality security processes and by empowering citizens to set individual access control rights.

A lot of work is expected to be done in order to address the described challenges, to exploit the opportunities and to avoid the potential risks. In particular, it will be necessary to work on eHealth solutions enabling the realization of a fully integrated healthcare system involving Electronic Medical / Social Record (EMR), Personal Health Record (PHR) and the Electronic Health Records (EHR) able to share the data in a coherent, compliant and reliable way.

Specifically, it will be necessary to work on solutions for the full digitalization of the community care thanks to Electronic Social Records enabling the citizens to be really at the centre of the system thanks to a full integration between the clinical and social aspects of the care. It will be also necessary to go far beyond the current conception of EHR, a mere static repository of clinical reports in the worst cases neither structured or nor classified, to realize a more dynamic and flexible EHR able to collect all the socio clinical information related to the citizens moving further the current exclusive hospital boundaries. In other words, it will be necessary to create a live repository for the care and assistance pathways, containing all the relevant information for the citizens and the clinical social operators as well as being accessible anywhere, anyhow and anytime. This obviously will enable the creation of comprehensive mobile Health (m-health) solutions enabling the citizens to actively participate to their health management and to share care and treatment pathways (via the EHR) with the medical and social institutions using mobile applications for mostly any task or activity. All this will definitely empower the citizens that thanks to these apps will be able to support, monitor and follow their appropriate lifestyle, pathologies and chronic disease using the information contained in the integrated healthcare information systems.

To enable all this it will be then necessary to have safe, secure, performing and reliable infrastructures that are distributed and interoperable in a federated approach and such to ensure the storage and management of massive amounts of sensitive data but also able to manage the security and privacy in compliance with the current regulations.
5.13 Automotive / Electrical Vehicles

5.13.1 Issues and Challenges

Intelligent transportation systems (ITS) promise to improve the safety of drivers, e.g. by reducing road accidents, convenience, e.g. with improved cloud and mobile devices connections, and support new applications, e.g. electric vehicle charging. Therefore the emergence of ITS affects the design of both, the communicating vehicles and the cooperating infrastructures.

Beyond classical features on modern vehicles which include a high number of interconnected embedded control units and advanced multimedia systems, future vehicles will not only have embedded control units (wired and wireless) connections and access to social network, e-mail, in-car apps, and so on. Exploiting the rising "vehicle-to-vehicle" and "vehicle-to-infrastructure" paradigms (grow up to 210 million by 2016\textsuperscript{36}); future vehicles will also have multiple inter-vehicle connections as well as (wireless) networking with other vehicles and non-vehicle entities such as charging stations and traffic lights. The resulting interconnectivity increases attack surfaces and their damage potential. These technologies offer great benefits, but they also bring new risks for users today, becoming critical for both quality and security performances. Specifically, the future "connected" vehicles will be considered as a mini-network of ubiquitous embedded and external systems that can be hacked, increasing attack surfaces and their damage potential.

Exploiting automotive domain weaknesses that are typically caused by physical accesses, malicious attacks, manipulations and vulnerabilities due to access via infotainment or remote access based exposures, may now enable to attacking the car using the infrastructure or attacking the infrastructure using the car. The damage of such attacks could be catastrophic for car manufacturers, ITS providers and service users, in terms of security and safety.

The fact that vehicles were not originally designed with a set of security requirements to fulfil is exacerbating the challenge of providing appropriate countermeasures. The example of the Internet shows how difficult it is to integrate security in a running ecosystem. Most of the vulnerabilities could have been largely avoided by correct construction methodologies.

Due to safety criticality and the vital role of vehicular and transportation systems, in personal, business, government, energy and economic affairs, leaving security as an afterthought is disadvantageous. However, since legacy protocols and hardware take a long time to change, for present and upcoming vehicle generations, security afterthoughts maybe the only practicable choice.

On one hand, many challenges arise due to the increasing system complexity as well as new functionalities that should jointly work on the existing legacy protocols and technologies; such systems are likely unable to warrant a fully secure and dependable system without afterthoughts. On the other hand, challenges arise due to the escalating number of interconnections among systems from various natures.

The interplay between security and safety issues can only increase if one also considers the future wide adoption of autonomous cars.

From a societal point of view, the customer's expectation in secure and up-to-date software is rising. The consumers, indeed, will benefit from improved security through better prevention from increased malicious attacks and improved comfort.

Another aspect coming along the required collection of data to run ITS applications is the privacy of the users. Current laws/standards in the EU are partly addressing ITS privacy issues (e.g. ETSI TS standards), but privacy of users in community based ITS services are not addressed. An example of such an application is community-based navigation systems. Confidentiality has also to be taken into account to prevent eavesdroppers from accessing the available data. Privacy-preserving intrusion detection and protection against malicious software to envisage on in-vehicle computing devices (e.g., smartphone, tablet, ECU) has to be addressed. Existing solutions for the communication, as well the contained data, i.e. some container formats including the new software, have to be evaluated and their applicability have to be verified, taking into account the security threats of the automotive world, to ensure that the proposed architecture will be up-to-date against current and future threats, and assess the maturity of the security countermeasures.

\textsuperscript{36}https://www.abiresearch.com/press/210-million-connected-cars-by-2016
Following challenges are listed in [KOU13, MUS13]:

1. Model-based automotive security
2. Temporal models and constraints
3. End-to-end secure & reliable integration
4. Security validation and testing
5. User privacy in community based applications
6. Multiple identity management of the same entity for various services
7. Privacy-preserving intrusion detection and protection

5.13.2 Identification of Technology, Policy and Regulation enablers/inhibitors

The following list of enablers and inhibitors was partly created on the basis of Checkoway et al. [CHE11].

5.13.2.1 Enablers

1. EU Standards
2. Innovative cryptographic primitives to enforce privacy at various levels (e.g. pairing based cryptography)
3. Innovative verification tools and methods to enforce security at various levels (incl. formal methods for mission-critical subsystems)
4. Secure Ad-hoc routing protocols for car2car communication
5. Improved in-car communication security for bus systems (e.g. CAN bus)
6. Growing customer’s expectation in secure and up-to-date in-vehicle software
7. A systemic approach driven by automotive requirements

5.13.2.2 Inhibitors

1. National laws restrictions
2. Proprietary protocols and mechanisms
3. Insecure RFID car keys
4. Insecure electronic and connected components, including telematics, heating, air-conditioning, antilock braking system, radio (and included components), engine control system, airbag control system, and others.

5.13.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

1. To develop a new set of technologies for overcoming cyber-attacks starting from the results achieved on mechanisms for fighting botnets. These mechanisms still need to be enhanced to become systemic from automotive requirements point of view. Moreover, the security risks linked to the increasing use of mobile devices need to be taken into account as customer’s mobile devices connected to the in-
vehicle systems are in fact already a reality. This requires enhancing existing software components to integrate them into a reliable and secure in-vehicle system. For example, technology such as OTA (Over the Air Update) that is facing a growing market demand is enabling the upgrade of cars' existing HW with new SW releases. Since this upgrade of safety critical and not-safety, critical vehicle ECUs (Electronic Control Unit) is Internet based, further research is needed for preventing malicious attacks or manipulations and avoiding any SW related vehicle recall campaigns.

2. Improving RFID communication and improved vehicle anti-theft systems (VATS)

3. Increasing the barriers for surveillance of cars and drivers via data leakage protection (DLP) for vehicles

4. Introducing means for easy-patchability of vehicles or alternative methods to manage software security of already sold vehicles

5. Increasing awareness and competence in the handling of security-related threats at the manufacturer-side as well as for mechanics (e.g. enabling them to easily perform software upgrades on cars)

6. Research for manipulation-safe on-board components and functionality, including speedometer, steering, braking, and acceleration

7. Hack attempt detection (IDS), prevention (IPS), and response (IRS) systems for all electronic components within the car.

5.14 Insurance

5.14.1 Issues and Challenges

These paragraphs suggest that insurers, over the next years, will deal with new personal data coming from sensors, increase the usage of cloud solutions and look after an emergent cyber insurance market. The cybersecurity, privacy and trust consequences of the aforementioned technology driven developments are also pointed out. Core insurance processes (i.e. risk pricing, reserving and claims handling) are the focus, while asset management, finance, marketing and sales are not specifically considered. Ordinary cybersecurity management is not considered either.

Insurers have traditionally priced risks based on risk factors. For example, Motor Third Party Liability (MTPL) coverage is traditionally rated according to variables such as age, territory, vehicle type and previous claims history. Health insurance rates may depend on age, gender and medical history. There is a growing consensus [PWC12] that the increasing use of mobile sensors will improve the way certain risks are priced by insurers, making insurance rates closer to the underlying risk drivers. Data coming from so-called black boxes are already being used within MTPL tariffs, which in some countries start to be based on vehicle usage and driving style. “Mobile health” is also expected to make health insurance rates more and more based on lifestyles. The shift towards more risk sensitive prices, driven by increased data availability, means that insurers will collect and analyse a larger amount of data, mainly personal. Previous examples refer specifically to individual risks, even if there is evidence that mobile data may improve commercial insurance pricing as well. The use of new data by insurers brings about challenges, among which people awareness, technology user friendliness, assurance of security and privacy, and discrimination of people based on technology skills and privacy preferences.

In addition, further attention to legal issues is required regarding the use of sensor data by insurers. For example, while age and territory have a clear legal meaning, the validation of data originated from mobile devices could be problematic. Device reliability and data attribution require attention. Similar challenges arise from the use of sensors to ascertain events that trigger indemnity payments. Along with the authenticity of collected data, the question lies on the level of cybersecurity needed to make the collected data valid.

37 http://resources.infosecinstitute/car-hacking-safety-without-security/
38 Reserving is the process of setting aside the amount to fulfill insurance obligations and settle all commitments to policyholders and other beneficiaries arising over the lifetime of the portfolio (source: www.iaisweb.org).
Solvency II, the new prudential regime [ED09] that will enter into force in 2016, can also influence the use of technology by European insurers. The new principles according to which reserving and capital modelling should work under Solvency II require higher computational power and larger storage capacity than the previous solvency regime. Because of the aforementioned availability of more data and the need to implement new models, both to analyse the large sets of data itself and to deal with the new prudential regime, the insurance industry might also use non-private cloud solutions more. Challenges stemming from the use of the Cloud include interoperability and data portability, data security and privacy, and cross-border data handling.

The previous paragraphs have been drafted assuming that, under the 2013/0027 Proposal Directive, insurers are categorized as users rather than “market operators” (i.e., in short, providers of information society services or operators of critical infrastructures).

Another important topic rapidly gaining attention is insurance of cyber risks. The insurability of the network and information security itself has been debated by institutions and scholars [BIE14]. Measurability is necessary for a risk to be insurable, since rates are built upon loss frequency and cost. However, existing actuarial models cannot rely on historical loss data, since the quantity of historical data is scarce and its homogeneity is compromised by continuous technological advances. The lack of reliable models to estimate the value of loss / stolen data also prevents the reliable evaluation of losses.

Next to the difficulty to acquire data for reliable risk analysis, insurance of cyber risks faces a number of other difficulties. Among them information asymmetry and correlation of risks are, probably, the most important ones. Information asymmetry is impossibility of one party (usually insurer) to get complete knowledge about the other party (usually, insured). Security managers of IT systems are reluctant to share the information about the applied security controls with third parties and even less eager to share the information about occurred breaches. This makes hard for insurer to separate high risk and low risk organisations (averse selection problem) resulting in an inefficient pricing strategy. Partially, new regulations for mandatory disclosure of breaches (e.g., European regulation 2012/0011 “on the protection of individuals with regard to the processing of personal data and on the free movement of such data”, which has passed the first reading) may solve such problem. Another problem is that for IT it is not enough to just install certain controls, but it is required to maintain them properly. Being insured, many organisations may start feeling reluctant to invest in proper maintenance of security controls, since the losses in case of a breach will be covered by insurance anyway. This situation leads to another type of information asymmetry problem, called moral hazard. Thus, there is a need for models which will incentivise the insured companies to continue investing in security.

Cyber risks are highly correlated because of the monoculture of used technologies, i.e., the same attack surface, which can be exploited in a similar way (e.g., by worms). Models for computation of correct premiums and coverage must consider this correlation. Moreover, outbreaks of the correlated breaches impose heavy burden on an insurer. In other insurance markets such problem is solved with geographical distribution of insured organisations (e.g., in case of earthquake insurance) or with re-insurance of high losses. Note that in cyber-insurance case, technologies are similar in different geographical regions, and most worms are equally dangerous for US as well as for China or Germany. Re-insurers for cyber risks do not exist yet at all. This leads to the policies with large amount of exclusions and high prices. More accurate models, e.g., which use diversity in technology, may help to solve some of these problems.

### 5.14.2 Identification of Technology, Policy and Regulation enablers/inhibitors

#### 5.14.2.1 Enablers

1. Individual awareness of the nature of collected data and how it is used
2. User friendly control over third party usage of personal data
3. Assurance of security and privacy
4. Identity management and frameworks to enable the correct attribution of sensor data
5. Assurance of sensor output
6. Interoperability of cloud solutions
7. Cloud data security assurance
8. International standards and cooperation on data security and privacy
9. Cooperation on security data sharing
10. Regulations on mandatory breach reporting
11. Granular risk definitions and availability of loss statistics about information security failures
12. Models to quantify the economic value of personal and business data

5.14.2.2 Inhibitors

1. Divide of people not at ease with technology or concerned with privacy
2. Difficult internal threats mitigation for cloud solutions
3. Evolution and dynamism of technology
4. Intersections among national security, espionage and cybersecurity
5. Limited transparency on security failures causes and losses
6. Correlated risks
7. Information asymmetry
8. Lack of re-insurers

5.14.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

5.14.3.1 Technology

1. Methods to verify and validate sensor data related to a person would enable new, data driven, approaches to risk profiling. Verification methods could range from friendly Biometric Fingerprinting Systems to algorithms able to recognize individual styles (e.g. of walking or driving). Similarly, methods to authenticate sensor data related to machines will be valuable when the Internet of Things becomes a reality. The concept of a “register of things” might even be developed.

2. Joint research by technology specialists and insurance experts would help identify the data needed for cyber insurance pricing and so facilitate the establishment of a cyber insurance market. Cyber risk maps for different technology platforms (including Cloud) and insights on IT industry perspectives as these platforms become more interlinked would also be beneficial [TOR14].

5.14.3.2 Policy and Regulation

1. Secure hubs for personal data might help people understand and easily control at once what data they release to different parties, including commercial entities. These hubs, either sector specific or multipurpose, would also allow people to view/amend the data and change permissions.

2. Regulations on mandatory breach disclosure. These regulations should specify the cause of security failure and its effects in order, on the one hand, to more efficiently combat the spread of cyber threats and, on the other one, to help an insurer to assess the cyber risk level of an organisation correctly.

The need to develop frameworks to appraise the value of information has already been clearly raised by ENISA [ENI12] in considering which factors are hindering the development of a cyber-insurance market.
5.15 General Privacy Aspects for all Infrastructure Sectors

5.15.1 Issues and Challenges

Provide a privacy-preserving cyber infrastructure that people will learn to trust and use for their benefit and according to their expectations.

5.15.2 Identification of Technology, Policy and Regulation enablers/inhibitors

5.15.2.1 Enablers

At the time of this writing at least 2.8 Zettabytes that is 2.8 trillion of Gigabytes, of data are available on-line\(^{39}\). We expect that over the next few years this amount will significantly increase. Driven by the increasing penetration of the Internet and the ubiquitous connectivity of most devices, data collection approaches will result in a corpus of data much larger than ever before. Stored under the umbrella name of “Big Data”, and mined using modern “Data Analytics” approaches, we expect that these data have the ability to contribute to science and prosperity of human kind.

5.15.2.2 Inhibitors

We expect that a number of actors will try to adversely exploit these data in order to serve their own agenda.

1. **Attackers**, for example, may manage to gain access to such data for financial and political profit.

2. **Governments** may also attempt to acquire these data so as to gain an advantage against their enemies or even to collect intelligence about their citizens.

3. Various **corporations** may also attempt to gain access to the data so as to increase their profit.

5.15.3 Gap analysis (tech., policy, regulation, and competences) for achieving the vision

1. **Big Data collection awareness**: One might be tempted to underestimate the impact or even the coming of the Big Data era. One might be tempted to believe that such data will never be collected in large scale or that will immediately be deleted if collected. Unfortunately, data are collected and will probably continue to be collected. Given that an increasing percentage of our lives is becoming digital, it becomes difficult not to collect data. We need to find a framework to use these data for the benefit of their users.

2. **Provide regulation to protect the end user**: The fact that data are collected does not mean that they should be freely available to anyone who wants them. The collectors should be responsibly operating under a framework that will prohibit them from sharing the data without the control of the end user. Even more, the collectors should operate in a legal framework that will protect them from unreasonable data collection requests. Finally, collectors should even have the legal and financial capacity to challenge requests for the data if they do not seem to fit the end users’ expectations.

3. **Transparency and Accountability**: Once data are collected it is not clear how they are used and for which purposes. Regulation should be put in place so as to discover inappropriate use of data and hold these organizations accountable for any such use.

4. **Advance Privacy Enhancing Technologies**: More Research is needed to improve Privacy

Enhancing Technologies including anonymity, privacy-preserving web access, etc. More research is also need to store data in a privacy-preserving way.

5. **Promote awareness for Privacy Enhancing Technologies**: People, and especially young people should be encouraged to value and protect their privacy in cyberspace, much like they value and protect their privacy in the physical world.
6 Cross analysis

6.1 Introduction: Purpose and Scope

The SRA methodology, as described in section 2.2, is based on the identification of issues/challenges, enablers/inhibitors and research gaps from three different viewpoints, which are represented by Areas of Interest (AoI):

- **AoI#1: Citizen Digital Rights and Capabilities (Individual layer):** ensuring that, as ICT is used by people, it addresses rights, needs and wants of citizens as individuals; In a sense, this looks at trust from the ‘demand side’. Citizen’s rights, needs and wants (including societal norms) have to be met by the organisations as to how they behave online, the risks they are exposed to and how they use and manage digital data.

- **AoI#2: Resilient Digital Civilisation (Collective layer):** Digital Interconnected Society – ensuring that digital institutions of society are as trusted in their digital forms as they are in physical form; In a sense, this looks at trust from the ‘supply side’. Organisations operate under a whole series of obligations, regulation, contracts, societal norms, and manage risks, ensure security, and handle information securely and respecting fundamental rights of the customers/citizens.

- **AoI#3: Trustworthy (Hyperconnected) Infrastructures (infrastructure layer):** ensuring security and continuity of infrastructures and systems – so that the economy and institutions can operate. Infrastructures and systems need to be secured against threats and failures to ensure the continuity of institutions and services they support.

The AoIs are interdependent, since they look at the same artefacts, technical and non-technical concepts, but respect priorities of different stakeholders, namely individuals, societal entities and groups including businesses, and infrastructure providers operating the foundation of the Information Society. Figure 2. Areas of Interest coverage areas explains their relation as well as the priorities that are driving the respective viewpoints.

The purpose of this section is to analyse the different views given by the AoIs with respect to their commonalities, in particular, research priorities that have been identified by all different views, and differences. Such differences do not only include immediate conflicts, where another AoI views one topic as priority by one AoI, but as being of less relevance elsewhere. In fact, such conflicts currently have not been observed --, but also refer to differing priority or relevance ranking, including topics that have been mentioned by one AoI, but not by another. The cross analysis derives key findings from the analysis providing input to the definition of future European research priorities that respect the importance of all three AoIs.

Commonly identified needs indicate high global relevance, importance and impact of a topic which should translate into high priority research activities, while differences are indicating the need for engagement of specific communities.

On top of the findings of the AoIs, additional input streams for the cross analysis include the research landscape document, the business and innovation deliverable, and the feedback received from NIS Platform WG1 and WG2. Since the emphasis is on identification and analysis of future research priorities, focus of the analysis are the “gaps” sections of the respective deliverables as well as the recommendation for research priorities provided by WGs 1 and 2.

The structure of the section is as follows: section 6.2 contains descriptions of commonly identified research and innovation priorities, together with a deep dive into more detailed views on specific research needs. While all high-level priorities have been emphasised on by all AoIs, the detailed views contain both contributions of the AoIs as well as from the discussions during the cross analysis. Section 6.3 reports on observed divergences, while section 6.4 contains additional key observations summarising the findings in order to provide guidance for future research programmes.
6.2 Commonalities

This section highlights the topics that have identified as common among the main AoIs where further investigation would be beneficial. For each topic\(^{40}\), it explains the context, the research areas to be addressed, the catalyst to enhance the impact of the research sub-topics and the time line for achieving the main results.

The main common topics identified are (listed without considering specific priorities):

1. Fostering assurance
2. Focussing on data
3. Enabling secure execution
4. Preserving privacy
5. Increasing trust
6. Managing cyber risks
7. Protecting ICT infrastructures
8. Achieving user-centricity
9. Standardization and interoperability
10. Education and awareness

6.2.1 Fostering assurance

6.2.1.1 Context

The “quest for assurance” in cyber security is a long-standing issue with many facets and related aspects. It is commonly agreed that, in order to be effective security, privacy and trust considerations should be involved from the very beginning in the design of systems and processes (i.e. security/privacy/trust by design). This entails a whole series of activities, including social and human aspects in the engineering process until the certification that the developed systems and processes address the planned security/privacy/trust properties.

In addition to the aim of building a secure system, we often need to prove (through evidence) that the system is secure. This is also necessary when considering systems of systems, whose security could depend on the security of subcomponents. This assurance and certification steps are challenging and emerged in several of the AoIs.

The engineering process of the systems should thus take into account those security/privacy/trust/compliance requirements and should consider, in addition, notions of cost and risk in the development process and well as in the system lifetime.

This process of enabling assurance techniques and processes can be addressed by regulators. Indeed, the introduction of regulatory actions could ease the adoption of assurance techniques (having a benefit on the overall security level of the infrastructures, systems and products).

It has been noticed that cost and risk are two relevant factors in building and operating security-sensitive systems. The cost of developing security countermeasure should be related to be assets to be protected (and often in the digital world these are less tangible). A strong component of any risk management is the capability to predict the current strength of the system. Thus security and corresponding risk metrics are crucial (as other quantitative aspects of security).

\(^{40}\) The latter two were not expanded in subtopics for due to their specific nature (however for the education and related activities there is the NIS WG3 deliverable on Education [NISE15] available for further reading).
Starting from these considerations, residual risk could be managed with other approaches rather than just security countermeasures. A growing area of interest is cyber insurance. This growing business area needs further research on security metrics, security assessment as well as forensic and related technologies for establishing responsibilities in security incidents and attacks.

Overall, we may see two ends of the spectrum from just focussing on dealing with the problem of developing a secure system thus aiming at avoiding security breaches and the scenario when the focus is on how to insure the exposure to possible security breaches.

We thus recall below several areas that represent commonalities for assurance\textsuperscript{47} (although in different flavours) in the findings of the 3 Aols.

### 6.2.1.2 Research topics to be addressed

Translating the above findings of the Aols and the research challenges identified in the research landscape document into research priorities on a finer level of detail, we suggest to structure along the dimensions of security / privacy by design, security / privacy validation, and processes. These dimensions should be complemented by research aiming at understanding their relations, not only technical, but also psychological and economical. The latter is based on interdisciplinary research.

1. **Security / Privacy by Design.** By “security / privacy by design” we understand all methods, techniques and tools that aim at enforcing security and privacy properties on software and system level and providing guarantees for the validity of these properties. Since the required security and privacy properties depend on the system context and the application domain, understanding these requirements and being able to precisely define them is a prerequisite. Hence, security requirements engineering, is part of this discipline. In order to come up with practical, feasible techniques, emphasis should be on close integration with existing software requirements engineering approaches (like, for instance, those based on UML, but with a stronger focus on automation and modularisation) and the inclusion of risk considerations. The identified requirements need to be formally traceable to security features and policies throughout all phases of the secure development lifecycle, considering the complete system view (which might include assumptions about the context that need to be enforced upon deployment). Research into secure engineering principles supports this approach.

2. **Secure (programming) languages and frameworks** establish some requirements by default via enforcing secure architectures and coding. While there is an existing body of research in the field, there are typically good reasons why developers prefer potentially insecure approaches: performance, interoperability, ease of use, etc. The challenge is to provide secure development and execution environments that are up to the traditional environments with respect to these qualities, and still allow the flexibility and expressiveness developers are used to (e.g., including higher order language constructs).

3. While secure languages and frameworks mainly address the issue of software vulnerabilities, many privacy requirements can be addressed by secure computing solutions. Research challenges include advanced schemes that allow to execute operations on the data in an efficient way while maintaining a high level of security (e.g., by processing encrypted data or providing differential privacy) and still being feasible in terms of performance, key management etc. Such schemes should be flexible enough to allow for scaling security, functionality and performance, as well as providing proofs of the properties achieved.

4. **Security validation** Security validation comprises all activities that aim at demonstrating the security qualities of (specified, implemented or deployed) software and systems. Hence, it includes formal verification, static code analysis, dynamic code analysis, testing, security runtime monitoring, and more. Since all of these methods have particular strengths and weaknesses, emphasis should not only be on their individual advancement (which includes increase of automation, coverage analysis,
modularisation, soundness, efficiency), but also on the understanding of their complementarity. For instance, promising results have been achieved by combining static and dynamic code analysis, and further combination and interaction of different techniques is seen as a valuable approach towards managing complexity and increasing the quality of results.

5. **Metrics** are key to understand the security status of a system under development or in operation. Hundreds of metrics have been proposed, but they still lack a mapping to the actual risks that relate to a particular measurement. Hence, metrics should be derived from risk models and assessments, taking technical and business context into account and adapting to system and context evolution. This contributes to the quantification of security and privacy risks, as an ingredient of balancing the cost of security measures and their potential risk reduction.

6. In the long term, such concepts can lead to a viable business model for cyber insurance. Insurance models and prices need to be established and trialled within the market. This on the one hand needs to measure the security level of a system assessing the current security level and considering how this evolve with the time as well as the capability to prove cyber incidents responsibilities (that connects this area with forensic etc.). Formalization of liability of system produced and service deployed is also a relevant area where investments should be made.

7. **Certification schemes** – including both product and process certification – have shown to be a meaningful approach to security and privacy assurance, in particular being recognised by users as an assurance mechanism. However, many of the schemes suffer from a trade-off between the cost of the certificate and the effort required to achieve a certificate. Hence, investigations into cost-effective schemes (for both suppliers and consumers of systems and services) can boost the value and proliferation of certification schemes.

8. On top of research into the technological dimension of assurance, interdisciplinary research is key to analyse the different approaches towards assurance with respect to their feasibility, their economic viability, their social acceptance, and their contribution to the perceived reduction of risk by the customers and users. So far, research has mainly focused on technology and technological governance (e.g., by providing process models for secure software development). Many of these did not find their way into practice because they are considered as being too cost-intensive (in particular, causing large initial investments) and the actual gain in terms of increased customer trust or risk reduction is complex and unclear. Economics, social sciences, legal sciences, psychology and other disciplines can provide valuable insights into the “human side” of assurance.

### 6.2.1.3 Catalysts for improving impact of research

- Cover the full spectrum of assurance techniques
- Encourage interdisciplinary research on the human and economic factors of assurance
- Encourage research on the interdependence of assurance techniques
- Focus on integration with state-of-the-art techniques for software development and analysis – no separate approach for security / privacy
- Focus on automation of activities to enforce and/or analyse security and privacy properties
- Encourage research related to the cost factor of assurance

### 6.2.1.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security / Privacy by Design</td>
<td>Schemes for focused problem areas</td>
<td>Generic theories and frameworks</td>
<td></td>
</tr>
<tr>
<td>Topic / Timeframe</td>
<td>Short (1-3)</td>
<td>Medium (3-5)</td>
<td>Long (5-8)</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Security Requirements Engineering</td>
<td>Requirements specification and elicitation languages for security, privacy and trust</td>
<td>Tool support</td>
<td>Fully integrated security requirements engineering</td>
</tr>
<tr>
<td>Secure Engineering Principles</td>
<td>Security Guidelines, focused tool support</td>
<td>Comprehensive methodology and tools, Security IDE</td>
<td>Theoretical foundations and supporting methods and tools</td>
</tr>
<tr>
<td>Secure Languages and Frameworks</td>
<td></td>
<td>Secure Programming languages, type systems</td>
<td>Integrated secure development and operation frameworks</td>
</tr>
<tr>
<td>Secure Computing</td>
<td>Individual schemes</td>
<td>Generic schemes</td>
<td>Significant improvements on efficiency</td>
</tr>
<tr>
<td>Security Validation</td>
<td>Static and dynamic analysis</td>
<td>Integrated analysis</td>
<td>Integrated analysis based on formal semantic models</td>
</tr>
<tr>
<td>Metrics</td>
<td>Security Process KPIs</td>
<td>Security Quality KPIs</td>
<td></td>
</tr>
<tr>
<td>Quantification of Risk</td>
<td>Risk metrics</td>
<td>Risk assessment frameworks based on publicly available data</td>
<td></td>
</tr>
<tr>
<td>Cyber Insurance</td>
<td></td>
<td>Operational insurance schemes</td>
<td></td>
</tr>
<tr>
<td>Practical Schemes Certification</td>
<td>Lightweight certification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interdisciplinary Research (including economics)</td>
<td></td>
<td>Economic models</td>
<td>Socio-economic models</td>
</tr>
</tbody>
</table>

Table 1. Fostering assurance research timeline.

### 6.2.2 Focus on Data

#### 6.2.2.1 Context

A major characteristic of current and future systems and applications, which has been recognised by all different viewpoints as represented by the AoIs, is the ever-increasing amount of valuable data that needs to be properly managed, stored, and processed. Data can be produced by systems as a consequence, for example, of interconnected devices, machines and objects in the Internet of Things, and by individuals as a consequence, for example, of business, social and private life moving on-line, thus including data resulting from observations (e.g., profiling) and data intentionally provided (e.g., the prosumer role of individuals). As
the value of data increases, opportunities based on their exploitation and the demand to access, distribute, share, and process them grows. Highly connected systems and emerging computing infrastructures (including cloud infrastructures) as well as efficient real-time processing of large amounts of data (including Big Data methods and applications) facilitate meeting these demands, leading to a new data-driven society and economy.

The collected data often are of a highly sensitive nature (e.g., medical data, consumer profiles, and location data) and need to be properly protected. With data being stored and processed in the cloud, and being exchanged and shared between many previously unknown and unpredictable parties, this protection cannot stop at a single system’s border, but needs to be applied to the data over its full lifecycle, independent of what system is processing the data, what access channels are used and what entity is controlling the data. Hence, a system-centric view on security and privacy, including, among others, secure devices and infrastructures (cf. sections below), needs to be complemented with a data-centric view, focusing on data lifecycle aspects.

Providing transparency on where data resides, who has access to it, and for which purposes it is being used, together with mechanisms that allow the data owner to control the usage of their data, have been identified by all AoIs as essential aspects of a data-centric view and a prerequisite of a secure and privacy-preserving digital life. While research has already produced a number of relevant contributions (e.g., sticky policies, privacy policies, and techniques for protecting data at rest), many challenges are still open, including enforcement and usability. These challenges are not only of a technical nature: for example, lack of awareness of the value of data (and what data is actually produced when engaging in digital life) has been mentioned as an inhibitor. The complexity of this challenge should not be under-estimated.

6.2.2.2 Research topics to be addressed

A variety of challenges need to be addressed to take advantage from the availability of large amounts of data in a secure and privacy compliant way. These challenges should include at least those addressed in the AoIs and Landscape, and cover issues related to the protection of data as well as the use of data for security.

1. **Data protection techniques.** The size and complexity of collected data in most cases leads to the use of cloud technology and to their storage at external cloud-based repositories using cloud-based services, which offer flexibility and efficiency for accessing data. While appealing with respect to the availability of a universal access to data and scalable resources on demand, and to the reduction in hardware, software, and power costs, the outsourced storage may produce the side effect of exposing sensitive information to privacy breaches. The security and privacy requirements then create the need for scalable and well-performing techniques allowing the secure storage and management of data at external cloud providers, protecting their confidentiality from the cloud providers themselves. However, protecting data means ensuring not only confidentiality but also integrity and availability. Integrity and availability of data in storage means providing users and data owners with techniques that allow them to verify that data have not been improperly modified or tampered with, and that their management at the provider side complies with possible availability constraints specified by the data owner. The variety of data formats (i.e., structured, unstructured, and semi-structured) makes the definition and enforcement of such techniques a challenging issue.

2. **Provenance of data.** The impact of data in our daily lives is growing. For instance, it is possible to collect medical data from individuals via smartphones or medical "self-tracking" devices. The collection, analysis, and use of these data allow people to take preventive actions or to take healthy choices. In this and other scenarios, it is important to establish a given level of trust on the data. Tracking data provenance can then be useful for: i) verifying whether data come from trusted sources and have been generated and used appropriately; and ii) evaluating the quality of the data. The definition of a formal model and mechanisms supporting the collection and persistence of information about the creation, access, and transfer of data is therefore of paramount importance.

3. **Secure data processing.** Distributed frameworks (e.g., MapReduce) are often used for processing large amounts of data. In these frameworks, cloud providers processing data might not be trusted or trustworthy. There is therefore the need of solutions providing guarantees on the correct and proper working of the cloud providers. This requires the design of efficient and scalable techniques able to verify the integrity of data computations (in terms of correctness, completeness, and freshness of the computation results), also when the processing of the data is real-time, and to ensure that data are distributed, accessed and elaborated only by authorized parties.
4. **Operations on encrypted data.** The confidentiality of data externally stored and managed is often ensured by an encryption layer, which prevents exposure of sensitive information even to the provider storing the data. Encryption makes however data access and retrieval a difficult task. The problem of supporting efficient fine-grained data retrieval has recently received the attention of the research community and led to the development of solutions based on specific encryption schemas or on the use of indexes (metadata) that support query functionality. With respect to the use of specific encryption schemas, any function can be, in theory, executed over encrypted data using (expensive) fully homomorphic encryption constructions. In practice, however, efficient encryption schemas need to be adopted. An interesting problem is then how to select the encryption schemas that maximize query performance while protecting data according to possible security requirements imposed over them (e.g., data should be encrypted in a way that the frequency of values is protected). With respect to the use of indexes, we note that indexes should be clearly related to the data behind them (to support precise and effective query execution) and, at the same time, should not leak information on such data to observers, including the storing provider. Also, there may exist the need of combining indexes with other protection techniques (e.g., access control restrictions) and such combinations should not introduce privacy breaches. The design of inference-free indexes that can be combined with other protection techniques without causing privacy violations are all aspects that still require further investigation.

5. **Query privacy.** In several scenarios neither the data nor the requesting user have particular privacy requirements but what is to be preserved is the privacy of the query itself (e.g., a query that aims at retrieving information about the treatments for a given illness discloses the fact that the user submitting the query is interested in this illness). It is therefore important to design efficient and practical solutions (possibly exploiting the presence of multiple providers for increasing the protection offered) that enable users to query data while ensuring the access confidentiality (i.e., protecting the data the users are looking for) to the provider holding the data. Effective protection of query confidentiality requires not only protecting confidentiality of individual queries, but also protecting confidentiality of access patterns.

6. **Data-centric policies.** When data are stored and managed by external cloud providers, they can be subject to possible migrations from one provider to another one to balance the system load or to perform distributed computations. This migration introduces many challenges with respect to the proper protection of data confidentiality. In fact, each provider can use different security mechanisms and may be subject to different security requirements (e.g., providers operating in different countries may be subject to different law regulations). When therefore data are migrated from a provider to another it is important to guarantee that the protection requirements characterizing the data are still satisfied. The fully distributed cloud architecture introduces however a lack of traceability on the data and makes the correct enforcement of such requirements complicated. To this purpose, we need to define: i) a model and language for easily expressing the requirements on the data usage and for regulating information flows among different servers/cloud domains; and ii) data-centric policies (i.e., policies attached to the data) that aim at facilitating the enforcement procedure by allowing the access of the security policies anywhere in the cloud.

7. **User empowerment.** For users or organizations there is great convenience in relying on a cloud infrastructure for storing, accessing, or sharing their data, due to the greater availability, robustness, and flexibility, associated with significantly lower costs than those deriving by locally managing the data. Unfortunately, such convenience of resources and services comes at the price of losing control over the data. Although cloud providers implement some data protection features, possibly demanded by legislation and regulations, such protection typically consists in the application of basic security functionality and does not provide the data owner with effective control over her data. This situation has a strong impact on the adoption and acceptability of cloud services. In fact, users and organizations placing data in the cloud need to put complete trust that the providers will correctly manage the outsourced information. There is therefore the need to re-empower users with full control over their data, enabling them to wrap the data with a protection layer that offers protection against misuse by the cloud provider.

8. **Privacy-aware Big Data analytics.** We are in the era of Big Data where the analysis, processing, and sharing of massive quantities of heterogeneous data can bring many benefits in several application domains. For instance, in the health care domain the data accumulating in health records can be at the basis of predictive models that can lower the overall cost and significantly improve the quality of care, or can be used to develop personalized medicine. The application of Big Data analytics,
however, can increase the risks of inferences that can put the privacy of users at risk. We then need to develop techniques addressing issues related to data linkage, the knowledge of external information, and the exploitation of analysis results.

9. Economic value of personal and business data. The large amount of data collected, processed, and shared range from personal data (e.g., user-generated content, social data, location data, and medical data) to business data. The economic value of these large collections of data is increasing rapidly as technological innovations are introduced. In this context, both users and organizations should be able to estimate the economy-wide benefits achievable through the analysis of such large amounts of data to find the right balance between the required information and the desired insight.

6.2.2.3 Catalysts for improving impact of research

- Focus on solutions compatible with current technologies
- Decouple the use of cloud data management services from the assumption of trust on data management
- Consider different threat scenarios and develop solutions applicable in such scenarios
- Provide owner with full control over their data

6.2.2.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data protection (confidentiality)</td>
<td>Efficient techniques for the secure data storage and management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data protection (integrity and availability)</td>
<td>Model expressing integrity and availability constraints</td>
<td>Techniques enforcing integrity and availability constraints and verifying compliance</td>
<td></td>
</tr>
<tr>
<td>Provenance of data</td>
<td>Model and mechanisms supporting the life-cycle of provenance information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secure data processing</td>
<td>Efficient probabilistic techniques for assessing the integrity of query results</td>
<td>Access control model regulating access and distribution of data and computations</td>
<td></td>
</tr>
<tr>
<td>Operations on encrypted data</td>
<td>Design of inference-free indexes supporting efficient and fine-grained access to encrypted data</td>
<td>Physical design of encrypted data according to operations to be supported and possible requirements on the needed protection</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Focus on data research timeline.

### 6.2.3 Enabling secure execution

#### 6.2.3.1 Context

All three A0Is and their ICT based instruments for gaining trust depend on a secure execution environment for the respective software. Such secure execution environments not only include the execution platforms themselves plus the operative systems, but also the mechanisms (e.g. security supporting services, control and intrusion prevention systems) that ensure an adequate level of security in the execution of all processes. Moreover, it is also essential to approach this topic from a holistic point of view, where multiple execution environments interact with each other due to the delegation and distribution of tasks. If these execution environments cannot be secured, then major problems will arise.

For example, individuals (as addressed in A0I 1) cannot really control the data flows out of their domain, e.g. their mobile phone data, as the mobile phone device platform can be manipulated by other parties. The same holds for anybody and any institution that works towards a resilient digital civilisation as described in A0I 2: institutions in a civilisation need to provide reliable and stable behaviour, e.g. when documenting facts (such as a crime scene or the ownership of real estate), making decisions (on any kind of applications) and archiving the respective records for accountability. Any loss of integrity in these processes is an opportunity for manipulation and possibly corruption. If it is easy to manipulate an institution’s information processing, the institution’s integrity and reputation are at risk. With more and more information being processed outside of secured premises (e.g. by a police patrol using a laptop or smaller device) the need for secure execution environments and corresponding devices is rising. Last but not least many of the trustworthy (hyperconnected) infrastructures discussed in A0I 3 depend on secure execution environments. This holds for institutions in the public administration as well as for other critical infrastructures such as the health care sector, smart grids, and industrial control systems for water, food/agriculture, nuclear, and chemical operation. Secure execution environments are then even a critical factor for public safety.

#### 6.2.3.2 Research topics to be addressed

1. **Secure execution platforms.** In order to provide a secure execution environment, the platforms themselves (e.g. cloud servers, mobile devices) must guarantee the secure execution of all operating
systems and services. However, this is not a trivial task. In current paradigms, like cloud computing, the attack surface has expanded, and new risks and threats have appeared. We need to overcome challenges such as malware exploiting and bypassing virtualized environments. Therefore, novel methods for virtualization and compartmentalization need to be investigated. Moreover, personal devices (mobile phones, tablets, etc.) will become key players. Thus, the platforms where the mobile devices will be running should be trustworthy. For example, such devices might be based on a secure core that could help the trustworthy engineering process and can also be used for monitoring trustworthiness at runtime.

2. **Operating systems security.** Each application is only as secure as the OS it runs on. As a result, the isolation of applications and the minimization of the attack surface becomes a necessity. The benefits from component-oriented design (i.e. reusability, adaptability) can be brought to operating systems by defining standards to which operating systems components must adhere. This requires integrating the minimum TCB (Trusted Computing Base) mindset with this software engineering approach, such as only running a small subset of components in privileged CPU modes and running legacy OS components in virtualized environments.

From an implementation standpoint, it is also necessary to find a balance between low-level close-to-the-hardware languages and safe languages that do not suffer well-known vulnerabilities such as buffer overflows. Also, it is important to extend the secure boot and remote attestation techniques to component-based OSs that can be updated at runtime. New patching strategies must cover the upcoming scenarios of highly dynamic, resource-constrained embedded devices such as sensors and control units. Finally, as a transversal concern, it is important to keep HCI (human-computer interface) security and usability in mind.

3. **A secure execution environment requires several security-supporting services,** such as data protection and secure communication protocols. There are, however, several issues that need further research in this particular topic. For example, the emergence of cloud services calls for enhanced cryptographic techniques that enable encrypted processing, attribute-based cryptography and policy-based decryption techniques, since they are the only way to ensure that data remains opaque in transit, at rest, and during processing and accessible only to those with legitimate access. It is also of paramount importance to address information leaking, side channels and covert communications together with off-the-record properties to encrypted channels, such as forward secrecy and plausible deniability. Another issue is the implementation, in personal devices, of secure elements on top of the operating system. The goal of these secure elements is to protect devices and allow them to protect themselves. For example, devices such as assurance tokens and wallets could verify their respective controllers by an extra communication channel, which demands a portfolio of communication and redundancy mechanisms. Also, secure elements on mobile devices could allow the holder to influence the type of identification information to be displayed.

4. **Even if the environment is properly secured, it is not realistic to assume that no successful attacks will ever take place.** The amalgam of interconnected, dynamic systems will not only affect the situational awareness of all entities, but also will open new avenues of attacks, such as cloud-based and IoT-based targeted malware. Just as a body needs an immune system, it is essential to provide control and intrusion prevention systems to effectively monitor the state of the environment and react against all kind of (potential) threats - from punctual to severe and continued. The challenge is to create such systems taking into consideration various factors such as the massive amount of event sources, the interaction with related subsystems (e.g. trust management systems, autonomous response systems), and the development of intelligent, adaptable, and interoperable detection and mitigation mechanisms, among others. All of this while aiming to maintain several properties such as scalability, autonomy, usability, fault tolerance, and responsiveness.

5. **Secure Integration.** As multiple systems and paradigms will interact with each other in a distributed and dynamic environment, it is crucial to achieve a full secure integration of all of them. On this topic, several areas need further research. Not only do we need to allow novel technologies to cooperate with each other (using strategies such as compatible protocols or intelligent gateways), but also we need to consider the migration of legacy systems, whose components and protocols are not usually
up to the security and privacy risks. Other issues, such as the security and privacy implications of scaling (up & down) storage systems, need further investigation.

The complexity integration with untrusted services and devices must also be carefully considered. Of special interest will be the case of the BYOD (Bring your own device) paradigm. Another important area is the interaction with mobile applications (Apps). They must guarantee privacy and integrity of the information they handle in order to protect the data of their users. Hence, their integrity and compliance need to be protected.

### 6.2.3.3 Catalysts for improving impact of research

- Cover the full spectrum of threat prevention, detection and response solutions.
- Aim to provide a holistic point of view in the monitorization of the different systems.
- Follow state-of-the-art techniques in the security engineering field for the design and implementation of operating systems and its components.
- Encourage the application of formal verification techniques to security-supporting services and protocols.
- Stress the need of realistic simulation scenarios that mimic real-life assumptions and contexts.
- Full understanding of the differences among all the technologies, platforms or services that need to be integrated.
- Aim to provide fully secure environment platforms where personal devices play a key role and are not a menace to the data security of their users.

### 6.2.3.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control and Intrusion Prevention Systems</td>
<td>Effective monitoring and threat prevention on specific systems.</td>
<td>Integration of diverse control and intrusion prevention systems, interaction with other subsystems, intelligent threat analysis.</td>
<td>Intelligent, holistic, autonomous defence systems against insiders and Advanced Persistent Threats.</td>
</tr>
</tbody>
</table>
6.2.4 Preserving privacy

6.2.4.1 Context

In an increasingly connected society, where large amounts of information are collected, stored, processed, and shared, Privacy Enhancing Technologies (PET) and technologies that ease and secure the management of Digital Identities are of utmost importance.

Privacy

The three AoIs acknowledge that the ability to guarantee privacy in ICT services is a cornerstone for advancing the state of the art in technology and policy. For instance, AoI1 recognizes that unless privacy is guaranteed in human interactions (among citizens, institutions and businesses), we are in danger of witnessing a “chilling effect” on citizens’ participation in democratic processes, due to their actions being potentially observed. Hence, it highlights the need to embed the protection of fundamental rights (such as privacy) in the design, implementation and deployment of systems.

Similar concerns are mentioned in AoI2, where a constant concern of surveillance and loss of personal data is considered an obstacle that may jeopardize the future of the Digital civilization. This concern grows when it comes to new architectures and services based on shared platforms and infrastructures that increase the impact of privacy-related incidents on individuals and organizations.

Finally, privacy is also important at infrastructure level (AoI3). In order to keep ICT infrastructure safe and reliable, it is necessary that it operates preserving confidentiality and in a privacy-preserving manner so that it is capable of resisting (and preventing) cyber attacks.

Digital Identity management

Strongly related to the protection of privacy is the necessity of managing digital identities. This must be done in such a way that digital identities do not become an asset to breach users’ privacy and enhance organizations’ surveillance capabilities, but an opportunity for citizens and businesses to broaden their use of services taking advantage of the digital advances. This necessity is amplified by the appearance of new policy initiatives that target wider adoption of electronic identity cards, such as NSTIC in USA or eIDAS regulation, and with new requirements stemming from the revision of the data protection.

6.2.4.2 Research topics to be addressed

Three strands of topics are envisioned:

**PRIVACY ENHANCING TECHNOLOGIES:**

1. Development of privacy-preserving cryptographic protocols: research is needed in order to: i) keep meta-data private with a minimum amount of overhead; ii) build scalable solutions that can handle large databases; iii) protect anonymous and private interactions from abuse (detection of misbehaviour, revocation, or penalization without revealing private information); and iv) design efficient protocols that can be incorporated in resource-constrained devices.

2. Private communication networks: research is needed to improve current designs, for instance: establishing long-term or transient IDs without anchoring them into real-world identities; ensuring that adversaries cannot take over a network or distributed system by creating a large number of identities
(what is called ‘Sybil attacks’); improving the robustness of private channels towards censorship, enabling unobservable access to the service; and making such systems secure towards attacks that exploit persistent communication patterns, visible attributes of the user device, or end-to-end correlation of traffic.

3. **Privacy Enhancing Technologies for organizations and infrastructure**: research is needed to extend PETs designed for private users to the privacy needs in large institutions, private company assets, and national infrastructure services, to protect themselves against invasions by foreign state-level adversaries. This includes adapting generic protocols and tools to new data-intensive business models such as smart meters, electric vehicle charging, pay as you drive taxation or insurance, general sensing and the Internet of Things (IoT). An area of intense recent interest is genomic privacy, which requires adapting techniques from privacy-preserving computations and big-data to specific problems in a high-value domain.

4. **Privacy Engineering practices**: A key open challenge is how to integrate PETs, established and custom, into an overall process of secure software development to ensure they meaningfully contribute to the protection of users. Moreover, PETs compose in complex ways, and hence a key research challenge involves the design of PETs that are easier to compose and integrate into designs. Furthermore, research is needed to provide systems designers and analysts with tools to assess the level of privacy protection provided by their systems. This includes formal definitions for privacy requirements, privacy metrics, and methods to assess privacy risks and test for compliance.

5. **Usability of PETs**: research is needed in order to improve the usability of PETs, making them accessible to designers, engineers and general public. This line of research should look into friendly and intuitive user interfaces, as well as friendly interfaces for engineers to include PETs into ICT system implementations. Major research challenges remain open with respect to the interactions between end users and the system. In particular, better and more usable privacy controls that provide contextual feedback to users and raise their level of understanding and awareness on how the system functions.

6. **Data sanitization and anonymization**: research is needed to enable the extraction of aggregated statistics from datasets without compromising the privacy of individual users who might have provided their data. Differential privacy techniques have been proposed to address this issue, but many challenges remain, such as the development of such techniques for linked data, or the joint computation of such aggregated results by multiple entities that hold parts of a distributed dataset.

7. **Mobile privacy-preserving applications**: The widespread adoption of mobile devices has raised concerns with respect to location privacy. Designing mechanisms and location-based services that effectively prevent the unwanted disclosure of location data remains an open challenge. More research is also needed to anonymously access services and the web from mobile devices.

**PRIVACY-AWARE SECURITY TECHNOLOGIES**

1. **Surveillance monitoring tools**: in order to limit the impact of surveillance technologies in digital civilization, research is needed into systems that measure the amount of surveillance, such as web browsing tracking, which may be performed by states or private actors, on the Internet as well as at services.

2. **Privacy-preserving monitoring tools**: research is needed to develop and integrate PETs in the surveillance infrastructure in order to mitigate the invasiveness of such surveillance.

**IDENTITY MANAGEMENT**

1. **Partial identities**: research is needed to build technologies that allow users to separate their identities for different aspects of life. This must be done at both the application and physical levels. Furthermore, research is needed to deal with authentication in services that do not require a persistent identity. Protocols that allow the authentication and authorization of users based on attributes (e.g., attribute-based credentials) need to be fully developed and combined with electronic identities to provide a flexible framework.

2. **Scalable and interoperable of Identity Management solutions**: research is needed in order to build
identity management solutions that are scalable to large populations, and also that can be used not only by individuals, but also by entities and machines (e.g., Internet of Everything). Such solutions should also be interoperable, identity promoting trust on, and among, identity providers (e.g., by having control about the level of security achievable by each provider).

6.2.4.3 Catalysts for improving impact of research

- Encourage usability research related to PETs and electronic identity management
- Encourage open software implementations of PETs that can be broadly reviewed (to increase trust in its guarantees) and integrated in services.
- Increase awareness in society and industry about privacy issues to foster PETs adoption and deployment
- Foster the creation and development of a Privacy Engineering discipline
- Automation of design and analysis methods to assess privacy properties

6.2.4.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development of privacy-preserving cryptographic protocols</td>
<td>Efficient solutions for focused problem areas with limited abuse protection.</td>
<td>Efficient solutions for focused problem areas with comprehensive abuse protection.</td>
<td>Efficient and scalable solutions for generic scenarios</td>
</tr>
<tr>
<td>Private communication networks</td>
<td>Censorship-resistant access to the communication network</td>
<td>Protection from inferences in long term usage against powerful network adversaries</td>
<td>Fully de-centralized efficient sybil-resistant private communication networks for heterogeneous traffic</td>
</tr>
<tr>
<td>PETs for organizations and infrastructure</td>
<td>Privacy requirements for large organizations and infrastructure</td>
<td>Adaptation of protocols to the identified scenarios</td>
<td>Off-the-shelf PETs for organizations and infrastructure</td>
</tr>
<tr>
<td>Privacy Engineering practices</td>
<td>Standardization of privacy metrics</td>
<td>Privacy design patterns and composability rules</td>
<td>Comprehensive privacy engineering methodologies and assessment frameworks</td>
</tr>
<tr>
<td>Usability of PETs</td>
<td></td>
<td>Improved intuitive user interfaces</td>
<td>Efficient and packetized implementations for developers</td>
</tr>
<tr>
<td>Data sanitization and anonymization</td>
<td>Assessment of current algorithms</td>
<td>Distributed data-sanitization techniques</td>
<td>Comprehensive data sanitization frameworks</td>
</tr>
<tr>
<td>Mobile privacy-preserving applications</td>
<td>Assessment of existing data leakage</td>
<td>Application-specific privacy-preserving mechanisms</td>
<td>Generic comprehensive privacy-preserving mechanisms</td>
</tr>
</tbody>
</table>
### Surveillance monitoring tools

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of surveillance targets and practices to be monitored</td>
<td>Single-user surveillance monitoring tools</td>
<td>Privacy-preserving collaborative surveillance monitoring</td>
<td></td>
</tr>
<tr>
<td>Integration of PETs in specific monitoring use cases</td>
<td>Integration of PETs in generic monitoring tools</td>
<td>Improved understanding of remaining risks and potential mitigation strategies</td>
<td></td>
</tr>
<tr>
<td>Efficient protocols for unconstrained devices</td>
<td>Interoperable protocols for constrained devices</td>
<td>Efficient protocols for constrained devices (e.g., smart cards)</td>
<td></td>
</tr>
<tr>
<td>Machine-compatible identity management solutions</td>
<td>Scalable privacy-preserving identity management solutions</td>
<td>Fully interoperable scalable identity management solutions</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Preserving privacy research timeline.

#### 6.2.5 Increasing trust

##### 6.2.5.1 Context

While technology-oriented communities often see security as a basis for trust, social-science oriented communities see trust as something that is needed, when no security can be assured. This difference in the understanding of basic terminology leads to frequent misunderstandings on the role of trust and security. This Gap reported by AoI 1 seems to be shared with other AoIs as evidenced through text, and call for more research on terms on terms like "trust" and "trustworthiness" and their meaning and relation in different disciplines (e.g. to create mutual understanding and deliver a unified trust model shared and agreed and from which to deliver the solutions needed to effectively and efficiently manage Trust and Trustworthiness). Despite some research has been initiated here by projects such as OPTET, additional and multi-disciplinary research needs to be conducted to cover this and other gaps as reported by the 3 AoIs.

Indeed individuals need to be empowered to develop trust into digital services and/or apps for them to make informed decision. This calls for methodologies and tools to not only focus on security and privacy by design but also trustworthiness by design. This calls also for proper lifecycles to be covered from development to management (monitoring) going through important steps such as certification, distribution and deployment. This part has been also highlighted in other focus areas.

When it comes to AoI 2 focusing on Digital Interconnected society, Trust management has also been advocated in many places since seen as key to fully embrace the Digital Society. As such researches on models for fostering Trust at the collective layer have been called for together with trust assurance, trust accountability and trust metrics. Among others what is expected here by AoI 2 is to enable Trusted (Cloud) Services to be developed in any layer (IaaS, PaaS, SaaS) in order to reduce the consequences of the vulnerabilities at each layer; Trust models for the digital civilizations (Trust areas for the "cyber world"); Security engineering embedding properties as security, privacy and trust, compliance in the very early phases of system and services design to increase trustworthiness of systems.

Looking at AoI3 concentrating on trustworthy (hyperconnected) infrastructures (and especially critical infrastructures due to their importance for the European Cyberspace and the European Economy) research and development on trust and trustworthiness management the way needed is seen as a gap to be covered to achieve the Vision. If AoI3 share a number of research actions with other AoIs it also puts additional...
emphasize or even bring some new ones. Indeed AoI3 calls as others for measurable indicators of
trustworthiness but here in the combination of safety and security means for infrastructure. At such it puts
additional emphasize on research needed on security architecture for trust and trustworthiness measurement
and management (calling for not only reactive measures but also and most importantly proactive measures).
As other AoIs, AoI 3 calls also for users to be provided with access to information that allows the confirmation
of the trustworthiness of the infrastructure and its services (even if partly) but also calls for increase trust in
information sharing and some more freedom of information legislation.

Overall trust issues have been also advocated from several research communities as Trust in the Digital Life
Initiative (TDL)\footnote{http://www.trustindigitallife.eu/} and ERCIM Security and Trust Management [ERC14].

### 6.2.5.2 Research topics to be addressed

We envisage the following research areas to be further investigated:

1. **Computational trust models.** There is the need to define sound and robust computational trust
   models able to cope with the heterogeneity of modern ICT infrastructures, ranging from IoT to cloud
   services. The computational trust models should be robust enough to resist to attacks as defame and
   collusion. New aggregation and filtering approaches should be identified. Overall unified trust and
   reputation models/principles should be also investigated.

2. **Dynamic trust assessment.** The initial approaches to trust focus on relatively static or intrinsic trust
   parameters that could be updated from time to time, in conjunction with other events, such as rebooting
   of a platform or a first connection with the base after powering up or installation. As the infrastructure
   requirements changed, so did trust requirements associated with it. As a result, in many areas, such
   as Trusted Computing, dynamic trust analysis became a necessary feature. This also demands for
   appropriate trust metrics that could take into account, context, time, structure of services/devices etc.

3. **Privacy aware trust negotiation.** Trust negotiation in complex systems is still an active area of
   research involving negotiation algorithms and privacy preserving techniques. The mixture of
   anonymous credential mechanisms could help in this matter.

4. **Trust and big data.** Big data heavily interplay with trust. On the one hand, we need to trust on the
   collected data, i.e. who are the providers, who manipulated etc., on the other hand data helps to define
   proper trust and reputation systems, often based on recorded evidence by several parties. In
   particular, we need to develop and monitor techniques for trusted information sharing (including
   several incentives schemas).

### 6.2.5.3 Catalysts for improving impact of research

- Investigate the epistemology and semantics of trust and provide clarification of meaning and domains
  of application, fundamental definitional questions
- Investigate the notion of digital trust and the influence in security
- Encourage research on unified trust models, also in basic trust principles
- Promote sociological studies on the interaction between human and software devices/services/agents
  in the cyber physical systems.
- Encourage research of integrated trust metrics also for hardware and software artefacts that could be
  easily integrated in the SDLC

### 6.2.5.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
</table>

\footnote{http://www.trustindigitallife.eu/}
6.2.6 Managing cyber risks

6.2.6.1 Context

There is a common understanding across the AoIs that the new developments in ICT technology and its applications are increasing the complexity of system and provide a challenge for managing this complexity and the related cyber risks.

On the other hand, the state of play today, as contributed by NIS WG1 “Risk Management” to NIS WG3, indicates that however several approaches and frameworks to risk management exists, the lack of awareness of decision makers, the lack of interoperability and standardized metrics, the costs-benefit ratio (especially for SMEs), the lack of statistical information for predictive approaches, the existing frameworks’ outdated status, their static assessment model, as well as the perception of weakness and coverage not sufficient for the complex business and cybersecurity risks of today, it is becoming a real and important disincentive and barrier for adoption either by larger or smaller organizations.

The complexity has been increased during recent years as threats also evolve along the time. Their very nature as well as their motivations, techniques and tactics are becoming polymorphic and more sophisticated day after day, making them unpredictable for any risk analyst. Vulnerabilities in technology are found at a rate that renders current cybersecurity solutions and strategies rapidly obsolete. In addition, there are threats, such as APT, state-sponsored attacks or governmental surveillance programmes, for which no effective solution exists, leaving our organisations and society dramatically exposed.

This ever changing and unpredictable nature of the threats and the technology on which the organisation depends makes expert judgment for risk assessment incomplete and inaccurate. As a consequence, this assessment should be continuously reviewed and verified against the updated state of the system under observation.

The system under observation has to be expanded, especially in the supply chain model, where organisations need to incorporate the risk level of their suppliers into their global picture. The security paradigm has changed, although traditional security approaches are based on the existence of a perimeter that needs to be protected, this paradigm does not hold anymore. We need to operate in a world where a perimeter is not there or has already been breached.

Another important factor it is the ability to decide and execute effective courses of action in timely fashion in order to mitigate and remediate the impact of attacks, when occurring on real time.

Historically, technical security controls (anti-malware, firewalls, IDS/IPS, etc.) have focused on prevention of compromise. However, it is now widely recognised that no matter how good your preventive controls are, they...
can only reduce the number of and severity of security breaches and not eliminate them. The emphasis has now shifted to augmenting preventive controls with detection and remediation measures. Clearly, the time taken for detection, diagnosis, remediation planning, and action is critical in limiting the impact of an attack. In the future, we can expect the sophistication and speed of execution of attacks to increase, and the difficulty of formulating a timely response to become correspondingly more challenging. A capability for autonomous response will become essential, because there will simply not be enough time to have a man in the loop. However, an inappropriate response may be more damaging than the original attack, so that the controls need not only to be speedy, but also trustworthy. This implies that they must understand the limits of their authority and the consequences of their actions. To be trusted as well as trustworthy, they must be able to explain and justify their actions in retrospect. Of course, the attackers will attempt to evade the defences, so that the defensive technology must be able to adapt dynamically to the attackers' tactics. Despite the automation, people must remain in ultimate control, being able to set and modify policies that govern the actions of the autonomous agents. Establishing effective means of man-machine co-operation will be a research challenge in itself.

Current frameworks and methodologies, in the way they were conceived, cannot provide a solution for all these problems. We need novel / modern, simpler, disruptive, dynamic, multi-stakeholder, interoperable (based on formal sustainable models), standardized, predictive, reactive and holistic approaches capable of estimating and reducing the risk in real-time, feeding from real-time operational information and threat intelligence sources, and automating the risk assessment and management activities (especially detection and remediation ones) for a new perimeter paradigm as never before.

At the same time the cyber risk surface increased at all levels, especially in Critical Infrastructure Protection, where the solution is too complex and significant to be left to an ad hoc collection of volunteers. On the other hand this opens to EU the opportunity to address this by an executive and collaborative approach between member states in order to keep a permanent and standardized protection of EU essential services.

That is to say, EU needs and has the opportunity to harnessing barriers to become enablers and opportunities.

6.2.6.2 Research topics to be addressed

Translating the above findings into research priorities in detail, especially those coming from NIS WG1 (“Risk management”), as well as those emerging from each of the AoIs and the research landscape document, we suggest to structure along the dimensions of the following research priorities:

1. **Methods to reduce and manage systems complexity.** The limitations of existing risk management methodologies in terms of addressing the cascading effects from the interdependent threats, the change of the security perimeter paradigm, the increasing complexity and nature of threats and the need to manage a multi-stakeholder supply chain inside a global risk management picture between other different facts, justify the need of more research in reducing complexity, improving accuracy of impact calculations at the same time the availability of simpler tools, simpler interfaces supporting these processes allow cost-effective solutions in order to avoid more barriers to adoption.

2. **Dynamic risk assessment and management.** In order to achieve a comprehensive and continuous situational awareness, we need novel, disruptive approaches capable of estimating the risk in real-time, feeding from real-time operational information and threat intelligence sources, and automating the risk assessment and management activities as much as possible. Dynamic risk management should take care about systems evolution for a sustainable assurance. Dynamic discovering, the way the system inference new topologies as well as the usage of new advanced multi-dimensional sensors of different nature (such as environmental sensors) as inputs to the risk analysis could improve the accuracy and efficiency of the management process. For a broader impact, information sharing and the effective and automatic use of exchanged data tampering of field devices, roadside and infrastructure equipment along the value chain, should be considered.

3. **Formal interoperable models to enable comparisons and compatibility between multi-disciplinary environments.** Interoperability and standardisation of the way the risks are calculated. Without this, comparing and interpreting results of two different approaches is not possible, undermining the objective evaluation of the performance and effectiveness of new solutions. This is especially relevant in the supply chain model, where organisations need to incorporate the risk level of their suppliers (including physical, human, the cyber layer, processes and services) into their global picture. There is a need to progress toward comparability of risk assessment results, whatever method
is used. As we go to ever large scale interconnected systems, and the development of new risk management models and systems for cyber societies is necessary wide activities towards a holistic risk management framework.

4. Statistical and predictive risk analysis. Considering that statistical risk methods do not work well with intentioned threats, new methods should be researched. Furthermore acknowledging that most common risk assessments models depend on past information to picture the current risk scenario, additional data models that helps to predict probabilities and impacts of threats in the EU could be extremely useful for example as a tool for remedial actions, investment prioritization or even for a risk externalization. For Cyber Insurance (as explained under Assurance section), the capability to predict the current strength of the system is considered to be a strong component of any calculation. Thus security and corresponding risk metrics (as explained below) are crucial (as other quantitative aspects of security). The way this data can be shared effectively and re-used at scale it is a key factor to provide organisational and shared benefit in EU.

5. Autonomous detection and remediation by a man-machine effective cooperation. A capability for autonomous response will become essential to fight against cyber attacks, because there will simply not be enough time to have a man in the loop. However, an inappropriate response may be more damaging than the original attack, so that the controls need not only to be speedy, but also trustworthy. This implies that they must understand the limits of their authority and the consequences of their actions. To be trusted as well as trustworthy, they must be able to explain and justify their actions in retrospect. Of course, the attackers will attempt to evade the defences, so that the defensive technology must be able to adapt dynamically to the attackers’ tactics not only as an active defence but also to know more about the attacker while in the attack. Despite the automation, people must remain in ultimate control, being able to set and modify policies that govern the actions of the autonomous agents. Establishing effective means of man-machine co-operation will be a research challenge in itself.

6. Integrated risk metrics and indicators. In order to evaluate to what extent current metrics can be incorporated (and enhanced) into new solutions, there is a need to have a better comprehension of the metrics currently being used in traditional frameworks and methodologies. They are usually said to be based on the ‘experience’ of the designer, but this doesn't mean anything if the method is not justified based on solid criteria. Calculation methods should at least be auditable. Current metrics tend to focus on individual organisations and not take into account supply chains or dependencies across sectors and borders. It is also easy to focus on those things that are easy to measure and possibly ignore the real indicators of success or failure. The increasing scale and connectivity of cyber security issues means that organisations can no longer live in their own silos (and measures things that only affect them) and new approaches to identifying and setting realistic metrics should be considered. i.e. that the security mechanisms are appropriate for the protection of the assets. This requires security mechanisms that fit the purpose and are able to allow security managers to trade-off between cost and risk. New security metrics frameworks able to be easily computed should be envisaged. These security metrics could be merged with risk analysis methods to decide the appropriate security controls to be put in place or even facilitate the risk externalization (i.e. Cyber Insurance).

7. Visual decision making governance frameworks. The increasing complexity force simpler interfaces for an effective man-machine governance framework. We lack of a coherent framework that puts all these pieces together and helps to identify gaps that need to be filled with further research. For example, with the aforementioned solutions it is not possible to effectively translate the risk level into business impact, moving the analysis from the operational/technical layer to the business layer. This achievement would significantly support and ease the decision-making process for risk owners. New techniques are also needed to enable more consistent and appropriate security decision making as well as allowing aggregation and composition of different pieces (Software and Hardware) without losing the control of risks either including all the value chain sensors or other factors like legal and economics.

8. Legal risk assessment and management. For a holistic and complete approach, legal risks should be integrated in the organizations decision making process. It may enable the evaluation and comparison of alternative regulatory and non-regulatory responses to complex and interdependent risks and selecting among them. This process requires knowledge of the legal, economic and social factors, as well as knowledge of the business world in which legal teams operate. Risk-preventive,
reactive and mitigation services, including process identification, empirical analysis, quantitative evaluation, cost analysis and dynamic support. The system’s basic concept is to solve enterprise legal risk problems by means of management, and the basic principle is to describe the enterprise legal risks in the language of economics although its value should be added to the enterprise risk decision making. Research should provide medium and long-term, holistic and dynamic legal risk management solutions compatible and interoperable with other technical and business risks. At the same time, legal and contractual obligations could also facilitate the adoption of risks management practices by “hard to reach” organizations as an enabler as noted by NIS WG1.

9. Incentives for adoption of risk management best practices and reducing barriers (especially for SMEs). As noted by NIS WG1, there is a strong belief, backed by feedback, that SMEs are not applying even basic cyber risk management methods or best practices. A research is needed to establish how to communicate with ‘hard to reach’ organisations and to incentivise the adoption of best practices due to the fact that still most damaged cyber attacks against this kind of organizations are considered basic (social engineering, phishing, default passwords, patching) however all the efforts being done in awareness raising. Of specific interest is further research into the use and take-up of risk management methods and practices by SMEs. Barriers already identified by NIS WG1 include the lack of awareness, the complexity of risk assessments, the imbalance between resources devoted to analysis and the benefits for the organization (usually seen as one-off static exercise rather than part of on-going activity within a governance framework that is maintained). In addition to this, the executive and decision makers perception is all about cost and expense rather than preventing financial and material loss. Usually in smaller organizations, the lack of expertise, training, dedicated staff are also barriers. There is a need to look and research about potential incentives for take-up and maintenance, both within an organisation and across supply chains.

6.2.6.3 Catalysts for improving impact of research

- Cover the full spectrum of the value chain, interdependencies and domains.
- Encourage research to incentivise effective adoption of risk management practices by “hard to reach” and other SMEs organizations.
- Focus on automation under an effective man-machine cooperation against risks.
- Encourage research on formal models, languages and ontologies to compare and interoperate between different frameworks and disciplines.
- Encourage research on statistical and predictive analysis based on new models for intentioned threats.
- Encourage research of integrated risk metrics, indicators and the cost factor of risk management.

6.2.6.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods to reduce and manage systems</td>
<td>Methods and process for managing risk interdependencies</td>
<td>Simpler tools and interfaces available to support these processes</td>
<td></td>
</tr>
<tr>
<td>complexity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic risk assessment and management</td>
<td>Automation of risk analysis</td>
<td>Advanced real time multi-dimensional sensing capabilities</td>
<td>Significant improvements on real time risk estimation</td>
</tr>
<tr>
<td>Formal interoperable models</td>
<td></td>
<td></td>
<td>Comprehensive set of guidelines and interoperable standards approved and established in practice</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical and predictive risk analysis</td>
<td>Theoretical foundations and supporting methods and tools for intentioned threats prediction</td>
<td></td>
<td>Statistical methods to estimate the current strength of the system against current and predictive risks</td>
</tr>
<tr>
<td>Autonomous detection and remediation by a man-machine effective cooperation</td>
<td>Effective means of man-machine co-operation</td>
<td>Pseudo-autonomous real-time reasoning systems for detection and remediation</td>
<td></td>
</tr>
<tr>
<td>Integrated risk metrics and indicators</td>
<td>Auditable calculation methods for risk metrics</td>
<td>Integrated KPI</td>
<td></td>
</tr>
<tr>
<td>Visual decision making governance frameworks</td>
<td>New techniques for appropriate risk decision making</td>
<td>Integrated visual decision frameworks to support this new techniques</td>
<td></td>
</tr>
<tr>
<td>Legal risk assessment and management</td>
<td>Legal risk semantic formal models</td>
<td>Comprehensive legal risk guidelines and interoperable standards approved and established in practice</td>
<td></td>
</tr>
<tr>
<td>Incentives for adoption of risk management best practices and reducing barriers</td>
<td>Research into the use and take-up of risk management methods and practices by SMEs</td>
<td>Lightweight certification and other effective models</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Managing cyber risks research timeline.

### 6.2.7 Protecting the ICT Infrastructure

#### 6.2.7.1 Content

Both the Secure ICT Landscape deliverable as well as the three AoIs set a strong focus on the security of ICT Infrastructures. An infrastructure, even if uncritical itself, can serve as infrastructure for a critical infrastructure and not only critical ICT infrastructure should be addressed by future research. The spectrum of ICT infrastructure ranges from small embedded mobile devices to cloud computing, including Internet of Things elements, such as wearables and smart cities, smart transportation, smart homes and factories.

#### 6.2.7.2 Research topics to be addressed

By analysing the Secure ICT Landscape Deliverable together with the content of all three AoIs in the context of ICT Infrastructure, we came to the conclusion that the following four areas serve as an umbrella for the major research topics in the domain.

1. **Internet of Things and (Critical) Infrastructure**: This area comprises various aspects, such as wearables, smart homes and smart buildings. Infrastructure (but not limited to critical infrastructure) is also central for this area. As major aspects, **security-enhancing technology standards** (e.g. for
communication protocols) and the handling of legacy systems (e.g. old industry infrastructure or old building automation components which are now connected to the Internet) must be addressed. Another aspect to be addressed is the monitoring of IoT/infrastructures and the detection of attacks linked to the monitoring. In addition to this passive (monitoring/detection) approach, research is required to further improve especially network level security (e.g. secure routing, cryptography, network-level privacy).

2. Mobile Computing: Mobile computing comprises various domains, ranging from mobile telecommunications via cell phones to on-board computers in cars. The security of smart devices/smart phones, especially in the bring-your-own-device (BYOD) scenario is a crucial research topic in this area. Another topic highlighted in the WG3 deliverables is the protection from malware and data leakage (also in the cloud computing area). Forensics of mobile computing platforms and fraud protection are also research gaps here.

3. Cloud Computing: As in case of mobile computing, malware protection and data leakage are major research topics in the area of cloud computing, too. Another topic considered important is big data security as the cloud can serve as computing environment for big data (incl. research topics such as data ownership and privacy).

4. Network Security: At the network level, research on security topics is especially required for security-by-design, risk assessment, privacy and data leakage, attack/malware/misuse detection and mitigation, at all layers. This includes both network usage and network management. On the usage side, network security research needs to take into account the move towards network virtualization, ubiquitous though heterogeneous connectivity, and the general move towards Ethernet/IP as a unique transport over physical media for all applications and services. On the management side, network security research needs to take into account network deployment and management, connectivity, resilience of network operations under malicious and accidental faults.

6.2.7.3 Catalysts for improving impact of research

- Provide secure and open standards; make standards which are currently not provided for free/to the public accessible to the academia. Include open testing data for peer-reviewed experimentation and validation of research
- Adapt security research from one ICT domain to other ICT domains to benefit from existing ideas
- Provide security solutions which can be integrated into new environments and legacy environments at the same time
- Develop requirements and deployment techniques for new ICT systems which address quality of service, safety and security in an homogenous specification

6.2.7.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security-enhanced technology standards</td>
<td>Discuss and propose extensions to existing standards</td>
<td>Update existing standards</td>
<td>Provide new standards for legacy and upcoming ICT sectors</td>
</tr>
<tr>
<td>Handling of Legacy Systems</td>
<td>Provide better monitoring for legacy systems</td>
<td>Provide security solutions which protect but do not break legacy environments</td>
<td>Replace legacy systems; make them upgradable</td>
</tr>
<tr>
<td>Topic / Timeframe</td>
<td>Short (1-3)</td>
<td>Medium (3-5)</td>
<td>Long (5-8)</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Attack detection and monitoring</td>
<td>Proactive and effective detection of C&amp;C channels and leakage</td>
<td>Effective and efficient detection of persistent malicious activity</td>
<td>Automated mitigation of malicious activity</td>
</tr>
<tr>
<td>Smart Phones / BYOD</td>
<td>Embedded device protection (firewall, application-level firewall)</td>
<td>Operating system and application vetting and validation</td>
<td>Secure-by-design operating systems for secure and privacy-friendly enforcement of applications behaviour</td>
</tr>
<tr>
<td>Forensics and Fraud Protection</td>
<td>Network and system standardized trace recording</td>
<td>Automated trace analysis for periodic detection of malicious activity</td>
<td>Trace embedding in critical devices and automated reputation-based shared protection</td>
</tr>
<tr>
<td>Novel Malware/ Steganography in the Network/Novel Data Leakage</td>
<td>Provide anti-steganography countermeasures for real-world environments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big Data Security</td>
<td>Specification of usable security properties and policies suitable for big data</td>
<td>Verified enforcement of security properties of big data</td>
<td>Privacy-friendly and secure big-data management</td>
</tr>
<tr>
<td>Network virtualization and management</td>
<td>Security of existing market trends and standards (SDN, NFV, 5G)</td>
<td>Virtual isolated networks with guaranteed independence of security properties</td>
<td>Privacy-friendly and secure by design virtual network overlays for all applications and services</td>
</tr>
</tbody>
</table>

Table 7. Protecting the ICT Infrastructure research timeline.

6.2.8 Achieving User–centricity

6.2.8.1 Context

All AoIs share the view that the more a user engages in digital life, by moving activities on-line and relying on ICT services and connected infrastructures, the more involved in interaction with these services and infrastructures he/she will become. If privacy protection demands users to be in control of their data and systems and services to provide transparency about their data processing, users need to be able to express their preferences and to assess the risk that relates to the decisions they make related to their data. Indeed users need to be empowered to manage their digital identities but also their data by defining their policies and preferences in an intuitive way. All these examples amplify the need for designing and operating ICT systems and services with the user’s abilities and preferences in mind. In particular, usability, user acceptance and awareness need to be integral parts of security solutions so as to contribute and increase overall user experience. While many security and privacy relevant aspects of systems and services can be technically accessed, configured and maintained already today, such configuration and maintenance should not be
manageable by technology experts only. With the increased penetration of ICT, everyone must be able to do so. How this can be achieved in a comprehensive (intelligible) and intuitive manner while at the same time technology gets more complex, remains a challenge. Meeting this challenge is a prerequisite to empower users and avoid a digital divide.

### 6.2.8.2 Research topics to be addressed

Translating the above findings into research priorities on a finer level of detail, those coming from the three different AoI, especially AoI#1 (individual layer), as well as those coming from other different deliverables (i.e. secure ICT research landscape, education and training, business cases and innovation paths), we suggest the following clusters of research priorities:

1. **User centric technologies.** User-centered design (UCD) is a broad term to describe design processes in which end-users influence how a design takes shape. The term ‘user-centered design’ originated in Donald Norman’s research laboratory at the University of California San Diego (UCSD) in the 1980s and became widely used after the publication of a co-authored book. In it he recognizes the needs and the interests of the user and focuses on the usability of the design by having the user at the center of the design. The role of the designer is to facilitate the task for the user and to make sure that the user is able to make use of the product as intended and with a minimum effort to learn how to use it. It is useful to distinguish between different types of end users and stakeholders. For example end users playing roles in application/business processes, whose security requirements will mainly be non-functional, and those involved directly in security/control processes who will also have functional security requirements. Security technologies could be part of the solution (embedded) or the solution itself. At the same time, the user could be expert or not. As an example, antivirus heuristic-based techniques that move beyond signature matching are usually prone to falsely identifying benign files or actions as malicious, that is, false positives. Many systems, in case of uncertainty, prompt the user for the final decision. These issues severely impact the usability of antivirus protections. As noted by secure ICT research landscape deliverable, some research challenges towards improving the effectiveness and usability of existing antivirus and endpoint protection software are presented as a technology improvement instead of giving the end user the responsibility to decide whether or not a sample is malware or a false positive. It includes more accurate detection of previously unknown threats, robustness to evasion attempts, and false positives reduction by providing better detection and prevention coverage for example correlating and analysing a broader set of features from the system and network level. If you want to offer security products to citizens not experts in security and your business depends on their ability to decide if some samples are or not threats, maybe a lean startup approach should be taken to pivot your product user-centric design to a more usable feature-set, where for example your non-expert user will never decide if it is a malware or not. As another example, research is needed in order to improve the usability of PETs (privacy enhancing technologies), making them accessible to different type of stakeholders like designers, engineers and general public. This line of research should look into friendly and intuitive user interfaces, as well as friendly interfaces for engineers to include PETs into ICT system implementations. Major research challenges remain open with respect to the interactions between end users and the system. In particular, better and more usable (intelligible) security controls (e.g. privacy controls) they can trust and which provide them with contextual feedback to raise their level of understanding and awareness on how the system functions.

2. **Engineering technologies for users.** There is a growing recognition that today's security problems can be solved only by addressing issues of usability and human factors. Increasingly, well-publicized security breaches are attributed to human errors that might have been prevented through more usable software. Indeed, the world's future cyber-security depends upon the deployment of security technology that can be broadly used by untrained computer users. Still, many people believe there is an inherent trade-off between computer security and usability. It's true that a computer without passwords is usable, but not very secure. A computer that makes you authenticate every five minutes with a password and a fresh drop of blood might be very secure, but nobody would use it. Clearly, people need computers, and if they can't use one that's secure, they'll use one that isn't. Unfortunately,
unsecured systems aren’t usable for long, either. They get hacked, compromised, and otherwise rendered useless. There is increasing agreement that we need to design secure systems that people can actually trust and so use, but less agreement about how to reach this goal. Software security is an increasingly important aspect of computing; however, it is still addressed as an afterthought in too many development efforts. While a variety of approaches have been proposed for security requirements engineering, we find many still lacking with respect to their usability. Secure and Usable Requirements Engineering as an example could benefit the secure engineering process (see “assurance” section above) in terms of getting requirements by any non-security experts (e.g. cyber-insurance staff), then new approaches which may support non-security experts during security requirements from which testing artefacts can be derived is needed. We should not forget the value chain in the secure engineering process where different stakeholders are involved in the product design, so we should avoid designers, e-accessibility & usability experts, etc. creating security vulnerabilities just by introducing some new features. As an example, famous accessibility sticky keys’ feature for disabled users created a privilege escalation vulnerability in Microsoft Windows.

3. **Incentives of user centric design and usability in cybersecurity.** Usability is often a key factor: if a security innovation makes it more difficult for employees to do their jobs, they will tend to ignore or circumvent it. This may result in an expensive new system remaining largely unused, and security may even be made worse. On the other hand, the major disadvantage to user-centered design is that it can be quite costly. It takes time to gather data from and about users especially if you seek to understand the environment in which they will be using the products. The process requires resources, both financial and human. User-centered design teams generally benefit from including persons from different disciplines, particularly psychologists, sociologists and anthropologists whose job it is to understand users’ needs and communicate them to the technical developers in the team. The downside of this approach is that members of the team have to learn to communicate effectively and to respect each other’s contributions and expertise. This can be time consuming and hence adds costs to the process. Management may question whether this added value is worth the cost, particularly if delivery dates are threatened (Dix, et al., 1997; Preece, et al., 1994; Preece, et al., 2002).

4. **Reduce digital divide.** As a societal challenge the technology that is relevant for ordinary individuals needs to be usable and manageable without a specialized education and needs to be accessible for people with disabilities as well. This also refers to information security since the level of achievable security should not depend on technical skills, educational background, or any impairments of a user. As a result, security for all is a clear research challenge. In terms of education, the way learning and teaching will be carried out in the future challenges the education system to transform into a viable part of the digital service and information environment. Challenges exist in the digital and security skills of teachers and in the inequality between students as regards the obtainability and usability of ICT technology as an element of learning, and in their access to versatile and multimedia learning materials. The education and training for workforce development deliverable concludes dearth of multidisciplinary programs and related degrees, as well as multi-faceted training materials. At a minimum, technologists focusing on cybersecurity need to have good understanding of privacy, legal and regulatory frameworks, economics but especially on accessibility and usability issues.

5. **Technologies to reduce user misbehaviour.** If the design is not user-centered, it could lead to ill-thought out designs. When users understand risk, they are happy to take actions to reduce it. When they are asked to take actions without any context, or expectations are not met, they may get frustrated or even angry. So the first pillar of usability is communication.

6. **Usability of security mechanisms.** When CISOs focus on assets and technical mechanisms, not on the experience of users in doing their work, systems fail from day one and users immediately start working around approved practices, which increases risk even further. At the same time products and services for cyber security, used even by experts like for example SIEM systems are not only expensive to deploy but also complex to operate and manage. There is the risk that new SIEMs may become excessively complex and costly as they introduce new innovations to cope with the above challenges. This indicates that usability should be a high priority in the development of new security services and/or products (e.g. SIEMs).

---

7. **Usability of authentication.** Effective user authentication is critical for protecting information and systems safety. The most common computer authentication method is text password. Previous research suggests that text password can be hard to remember and users tend to create simple text password that is unsecure. Various password strategies and alternative authentication applications have been proposed, such as mnemonic password, graphical password, and biometrics. Some research is available in terms of comparing usability between different options. The result suggests that the graphical password (biometrics) took longer time for authentication and demanded higher work load than the text password and the mnemonic password. On the other hand, password managers which delegate handling of passwords to software, however, in the presence of multiple devices software needs to be multi-platform and synchronized across all possible clients, therefore, critical usability issues make password-managers unattractive. The authentication system should be usable enough. Strong authentications systems can be implemented, which are based on multiple factors, ideally spread out to all basic authentications techniques. For example, an authentication system may require something you have, something you know, and something you are (biometric) in order to authenticate successfully a user. However, the more authentication steps, the harder for users to comply with, and therefore to accept the system. Then, more specific research is needed for increasing the usability aspects of authentication schemes like architectures and services for embedding authentication schemes into applications, secure use of location information in authentication, etc.

8. **Visualization techniques that ease “intelligibility”**. Cyber threat places distinct pressure on any organization and it results in new and demanding challenges for organisations to analyse and protect all systems in an appropriate and in a pragmatic way. Three perspectives are suitable for this requirement and need to be combined: the technical perspective, the human perspective, and the organizational perspective. Technology is important as an enabler of machine based information and communication. However, the humans in the systems play a crucial role as a problem and a problem-solver, as a threat and a protector, as a user, as a manager, and finally as the only one in human machine systems who can bear responsibility. This makes a Human Systems Integration (HSI) approach, which focuses on the integration of Human Factors within Cyber Security concepts and their support from technical and organizational measures, absolutely essential. In HSI, the term “system” has to be understood as socio-technical systems, where human beings are not only vulnerabilities, but also often the last security barrier if technology and organization fail. Cyber Situation Awareness seems to be one of the most important and urgent capability where HSI plays a major role, notably in the area of visualization of mass data and integration of Cyber Situation into existing information systems (data models, human interfaces)) but also and probably most importantly to support (possibly collaborative) decision making process.

9. **Usable secure public key algorithms that cannot be compromised by quantum computing.** All widely used public key algorithms are based on problems from algebraic number theory (factoring and discrete logarithm). Some researchers claim that by 2025 a large quantum computer can be built; this would mean that all the deployed public key algorithms would be insecure; moreover, increasing the key length does not help. There is a need for public key algorithms based on other mathematical problems that could not be solved efficiently on a quantum computer. There have been some promising results in the area of lattices, code- based crypto and digital signatures based on hash functions, but none of the existing proposals has been fully validated; in particular the performance and/or key lengths are not yet competitive with existing algorithms. Finding such systems is essential in order to ensure that we have usable public key algorithms in the next decade and to ensure long term security.

---


6.2.8.3 Catalysts for improving impact of research

- Cover the full spectrum of the value chain, interdependencies, stakeholders, standards and domains.
- Encourage research of new architectures, standards and lightweight secure and usable tested frameworks.
- Encourage research to incentivise effective adoption of user-centric and usability practices by any product or service as it can avoid common market failures.
- Focus on (new) heuristics and assessment automation under an effective man-machine cooperation against market failures.
- Encourage research on standards, formal models, languages and ontologies to compare and interoperate between different frameworks and disciplines.
- Encourage advanced training on user-centric and usability to all levels.
- Encourage research of metrics, indicators, the cost factor and ROI prediction of user-centric and usability adoption.

6.2.8.4 Timeline

This table lists the research topics and the corresponding time framework when those can be addressed.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
<th>Medium (3-5)</th>
<th>Long (5-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User centric technologies</td>
<td>Discuss and propose extensions to existing standards (e.g. Specification of usable security properties and policies for stakeholders: designers, engineers, general public)</td>
<td>Availability of security tested inclusive, usable, e-accessible, simple and lightweight frameworks (e.g. Secured gpii(^{47}))</td>
<td>Formal models and computational models to verify enforcement of usable security</td>
</tr>
<tr>
<td>Engineering technologies for users</td>
<td>Requirements specification and elicitation languages for “usable” security, privacy and trust (also valid for non-security experts)</td>
<td>Tool supporting the entire process</td>
<td>Fully integrated “usable” security requirements engineering</td>
</tr>
<tr>
<td>Incentives of user centric design and usability in cybersecurity</td>
<td>Research into the use and take-up of user centric design and usability in cybersecurity</td>
<td>Research in economics and ROI prediction</td>
<td>Lightweight and simple certification models available</td>
</tr>
<tr>
<td>Reduce digital divide</td>
<td>Discuss and propose extensions to existing standards and training paths</td>
<td>Advanced training modules available (to all levels) on accessible cybersecurity</td>
<td>Disruptive ways for any organizations or even individuals to actively contribute to overall cybersecurity</td>
</tr>
</tbody>
</table>

\(^{47}\) http://gpii.net/
### Table 8. Achieving User–centricity research timeline.

<table>
<thead>
<tr>
<th>Topic / Timeframe</th>
<th>Short (1-3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technologies to reduce user misbehaviour</td>
<td>Extensive multidisciplinary and user centric research on errors root caused this for further exploitation</td>
</tr>
<tr>
<td></td>
<td>Ontologies for user misbehaviour in cybersecurity and best design/development/usage practices</td>
</tr>
<tr>
<td></td>
<td>Available technologies to improve usability in the design of software/systems/products so as to reduce user misbehaviour</td>
</tr>
<tr>
<td>Usability of security mechanisms</td>
<td>Research into the use and take-up of usability in cybersecurity mechanisms (e.g. privacy, encryption, etc.)</td>
</tr>
<tr>
<td></td>
<td>Revised standards and guidelines available for designers, developers and general public</td>
</tr>
<tr>
<td></td>
<td>(usable) Security As A Service models available</td>
</tr>
<tr>
<td>Usability of authentication</td>
<td>Discuss and propose extensions to existing standards with regards to usability applications, interoperability between different Identity providers (IdP), etc.)</td>
</tr>
<tr>
<td></td>
<td>New standard architectures, tools and processes available.</td>
</tr>
<tr>
<td>Visualization techniques that ease “intelligibility”</td>
<td>New techniques for appropriate usable visualization and interaction with security data (external and internal to our organization)</td>
</tr>
<tr>
<td></td>
<td>Integrated visual decision frameworks to support these new techniques</td>
</tr>
<tr>
<td>Usable secure public key algorithms that cannot be compromised by quantum computing</td>
<td>Research (on useful and usable= next generation public key algorithms</td>
</tr>
<tr>
<td></td>
<td>New simple useful (incl. robust) and usable lightweight public key algorithms independent of computation capabilities</td>
</tr>
</tbody>
</table>

#### 6.2.9 Standardisation and interoperability

As a common enabler identified by the three AoIs, the standardisation process should evolve into a more coherent, proactive, transparent, inclusive (open to all stakeholders) process, as well as it should be driven by (European) research more than ever.

As an example, the near future of Critical Infrastructures may need processes and resources more adaptive, decentralized, transparently collaborative and efficiently controlled. The more pervasive usage of ICT to comply with such requisites, the more interoperable and hyperconnected it must be. ICT infrastructures are as critical as the critical services they may support.

Due to the dynamic nature of cybersecurity and its threats, new products and services may need to be deployed continuously at the same time they should co-exist with other legacy systems still under depreciation, so interoperability is a major challenge inside such a fragmented market.
The exponential explosion trend and availability of new ICT products as well as the diversity of components, applications and services, created, integrated and deployed from anywhere in the world, may need an extra effort of standardisation if we want any end-user to trust cross-boundary interoperable and privacy guaranteed communications as an example. First, better political and regulatory support is needed for a cross-border effective approach, and secondly, an industrial transparency of hardware and software components and functionalities used may happen.

There is a business opportunity for the European Industry to be the reference in privacy and security-by design to end users where crypto standardisation, its interoperability and usability is still a challenge before a real widespread adoption. The key for success is the standardisation, the transparency and a stronger coordination and cohesion of stakeholders groups. Pre-standards can drive a faster adoption of R&I results by the Industry as well as a proactive approach by policy makers which enable a more effective industrial policy avoiding societal mistakes before they happen. Reactive approach as of today involve regulatory and political actions to fix mistakes which already impact end users and European industry investments. The key is to avoid mistakes before they happen and to drive a better industrial strategy.

Inhibition examples today include contactless technology partially implemented (RFID vs. NFC) managed by different standardisation bodies, cross-border different regulation approaches, lack of a basic security classification and interoperable levels between different devices, lack of assessment and effective feedback ecosystem, lack of transparency over different functionalities, lack of an agile approach (evolving pre-standards created by a consensus of a community).

### 6.2.10 Education and awareness

As a main challenge, our future needs a reinvention of our education. It is not a matter of standard recycling but a real multidisciplinary, coordinated and coherent approach. The ICT has changed our lives and the way we understand the problems and how to address them effectively.

We must teach the teachers in cybersecurity as never before. School teachers must learn before teaching kids, law professors must learn before teaching law students and engineering teachers must learn before teaching security and privacy by design practice.

Awareness raising initiatives are more important than ever, by using new training models like MOOC (massive open online courses) we can expand the impact, but understanding the issue is far from effectively addressing it. It is not enough for top level management to simply understand the problem, at least they should react. The more proactive European top managers we may have, the more business opportunities for European Industries.

The cybersecurity often seen as a cost driver, may produce new business cases and innovation paths. The situation is changing continuously and it is clear that cybersecurity skills is more and more a requisite by employers in a multi-faceted approach (i.e. law). There are more jobs than qualified candidates today however the European unemployment rate is still high. There is an opportunity of careers re-orientation which may need special efforts for recycling.

Medium-long term trends indicate that the cybersecurity employment rate will also evolve, so the more coordinated and coherent approach by all member states the better European situation for resilience and competitiveness. The bad news is that the main reason is the likelihood and impact of cybersecurity attacks. As an example, future cities will depend on Critical Infrastructures and will compete for cybersecurity talent motivating skilled people to stay or being moved to that city.

Today the educational programs are so fragmented, lead by specific mainly international companies for their own purposes, the knowledge is not shared as it should be and none of them address a dynamic up to date light weight process (aligned with the cybersecurity dynamic nature).

There are lots of new disciplines and skills training opportunities as enablers, some examples are cybersecurity insurance, awareness in values (particularly among the youngest), user empowerment and control of personal big data, digital legal education (i.e., rights to be forgotten versus free of speech, anonymity versus trust and security, crowdsourcing versus legacy manufacturing), cybersecurity risks and practices, security engineering, agile security management and so on.
6.3 Divergences

This section highlights on those topics which have been seen prioritised differently across the AoIs. While there are no strong apparent conflicts (as in one AoI saying a topic should be prioritised while another AoI suggesting to de-prioritising it), some topics receive different attention from the respective AoIs.

6.3.1 Do societal and technical viewpoints lead to different priorities of security and privacy?

Section 3 of this report which discusses individuals digital rights and capabilities aims to position the individual at the very centre of influence over information and communications technologies in a connected digital society, giving individual citizens not just a right to privacy online, but encompassing fairness, democracy, freedom of expression, consumer rights, and even the right to opt out of the digital world if they so wish.

At the same time, innovative digital networked services require global digital infrastructures, consume personal information and process it to provide services that businesses provide, consumer’s want and public administrations need. Section 4 of this report looks at this from the perspective of those institutions, exploring the enablers and gaps in technology and how it is managed that are necessary to enable civil society to operate. These include technologies to increase security, enhance privacy, control information, and provide governance and assurance and will enable digital institutions to comply with cultural norms and the laws of the countries in which they operate.

Yet it is clear that there is still divergence between these perspectives, that of the individual and the institutions. Developing new technologies is not sufficient to ensure that cultural norms with respect to privacy are followed. Social networks enhance freedom of expression and democracy. Advanced technologies prevent censorship. The internet is global and spans many states and cultures, even when they are in conflict. Technology fuelled innovation proceeds at furious pace and norms adapt and respond to it (followed, eventually and not always consistently, by regulation).

Ensuring that individuals are at the centre of a networked digital society is more complex than technology, business or regulation can deal with separately when there are differences between states, diversity in perspective between different cultures. Multidisciplinary research is vital to develop clearer understanding, and research into technical and non-technical ways to improve facilitates effective governance of digital infrastructures, services and institutions is necessary.

6.3.2 Security and privacy: subject to market conditions or a societal goal?

NIS innovation can contribute to the European economy in three main ways:

1. By reducing the number and severity of security breaches and their consequent negative financial impact;
2. By reducing the actual and perceived security risk associated with introducing new and improved technologies and practices;
3. Through revenues and employment provided by enterprises offering NIS technology, products and services.

In regulated market economies such as the EU and its member states, competition is seen as the main driver for innovation. Authorities try to steer the market by means of rules and incentives in order to protect the weak and align the profit motive with collective societal goals.

Clearly, individuals, enterprises and society in general will benefit from a more secure, resilient and trustworthy ICT infrastructure. However, much of this infrastructure is privately owned and enhancing security will require sizeable investment. This can only be justified if the outlay can be recovered and a fair return generated within a reasonable time. Unfortunately, it is often the case that customers/users expect security, but are unwilling to pay a premium for it. Regulation, either imposed from above, or through industry standards and best practices, may have a role to play in stimulating innovation by requiring improvements or preventing providers with good...
NIS being undercut in a race to the bottom. It also holds dangers, however. e.g. imposing an excessive cost burden, or stifling innovation by implicitly requiring particular technologies or approaches. It may also result EU consumers using services provided from less regulated jurisdictions.

It is common now, that ICT service providers seek return on investment by monetising information gathered in the course of providing the services. Clearly, this is a potential threat to privacy, and legislation is one route by which authorities seek to define and enforce individuals’ rights. Another approach is to develop products and services that empower individuals by giving them control of their personal information. This is easier said than done, but is already the focus of much R&D, and represents a significant innovation opportunity. Should effective tools be developed and become widespread, service providers would still need to make money and users would have to pay one way or another or else lose access to services. The choice may be between paying a fee for services that do not exploit personal information, or negotiating controlled disclosure of personal inform in return for a free or subsidised service.

In addition to regulation, authorities can offer incentives to encourage invention and speedily bring it to market. They can also seek to lower barriers to innovation e.g. through access to investment capital and leading by example by pioneering procurement of novel technologies. Perhaps the greatest step forward would be to change attitudes so that NIS was valued by consumers, businesses and public sector bodies when making purchasing decisions in the same way that safety is valued when buying a car.

6.3.3 New developments may change the priorities

Many of the challenges that are identified by the different AoIs are related to recent developments in ICT infrastructures, systems and services, including cloud computing, big data, Internet of Things, infrastructure/platform/software as a service, content delivery by everyone (“prosumer”), and more. Many of these developments were not visible or predictable five to ten years ago, but have been disrupting technology, business and society since then.

What will be comparable developments that are going to disrupt over the coming five to ten years? While there is no precise answer to this question (likely, the developments mentioned above would not have all been prioritized when asking this question ten years ago, while many of the technologies were already in research stage), the observation indicates the need to observe early, upcoming and new technologies with respect to their security and privacy impact, and to provide responses to the protection of security and privacy needs of citizens, organisations and infrastructure providers. Examples of such technologies include wearable computing, augmented reality, quantum computing, etc.

Since such new developments may change the priorities for research because they impose new challenges or put additional emphasis on particular challenges, it is important to invest in their observation and the preparation of adequate responses to new challenges.

6.3.4 Migration of legacy systems

Many of the critical infrastructures discussed in Section 5, in particular, those that are now going to be connected to the digital world via the Internet of Things, are the result of long-term evolution and investments, with components having an expected lifetime of many years, sometimes decades (e.g., in transportation systems or the power grid). The operators of these infrastructures on one hand need to secure the huge investments made, while on the other hand preparing to protect them against new threats resulting from increased connectivity, for which the legacy systems have not been designed.

While the individual’s viewpoint in AoI1 suggests accepting the fact that these legacy infrastructures cannot be secured for their new usage scenarios, and promotes the provision of secure devices and the establishment of secure computing schemes, which allow users to protect their data on top of untrusted and potentially insecure infrastructures, the infrastructure viewpoint as expressed by AoI3 suggests to investigate into the migration of legacy systems, components and protocols towards solutions that are up to the security and privacy risks. The suggested direction is not to recommend replacement of legacy components (which seems to be infeasible taking business needs, investments made and pragmatic considerations into account), but build frameworks and environments around the existing infrastructures that allow their proper protection. Hence, the design of connected and virtualized infrastructures need to acknowledge the existence of legacy components and aim at their integration. AoI3 sees an important role of standardization in the approach to meet the above challenges.
This is seen as a major challenge for the infrastructures, in particular those which are undergoing a major transformation through increased connectivity. On the application and service side, cloud deployment models and virtualization are easing the migration task, since, for instance, upgrading, patching and replacement can be centralized under the control of the cloud provider.

### 6.3.5 Terminology

During the discussion and the creation of this document, emerged that the many people involved have sometimes different understanding of several concepts, due to the fact that generic terms, as trust, inherently gets different meaning in each different community (and WG3 has a multidisciplinary nature). Still the need for a commonly agreed terminology is something that naturally emerged and should be further elaborated through several means. At the EU/US levels, several efforts have been done to provide common bodies of knowledge (CBKs) in the area of cyber security, risk management and trust management. Those however still are view as islands with limited attempts to try to provide a wider coherent view. As mentioned, the typical example that emerged is the different meanings of trust and the interpretation of trustworthiness in the ambit of cyber security. This demands an answer at the scientific and technological community level (hopefully trying to harmonize the EU/US answers to these issues). The same issue was discussed in the education and training deliverable.

### 6.3.6 Surveillance

By “Surveillance” we refer to both monitoring of digital infrastructures, networks and services by law enforcement agencies, and also the use of digital surveillance technologies (predominantly visual/CCTV but potentially expanding to other sensing technologies) for surveillance by those same agencies.

Access by law enforcement agencies to information stored or passing through digital infrastructures and services (a.k.a. “surveillance”) provides powerful capabilities for law enforcement agencies whose aim is to protect society from crime, cyber-crime, and terrorism. At the same time the pace of technology innovation, emergence of innovative and often global digital services, and the evolution of connected digital societies has run ahead of global consensus on access to digital information by law enforcement agencies. For example:

1. Many cloud and social network services have global presence and operate from global infrastructures, which means that agencies from states where services are operated, pass through, and delivered may have access to digital information.

2. Technologies developed with the aim of increasing privacy for individuals (e.g. anonymous routing), or of increasing information security against illegal activities (e.g. enhanced encryptions, transport layer security) also have the effect of rendering information opaque to law enforcement agencies.

3. Technologies that facilitate legitimate access by law enforcement agencies (e.g. deep packet inspection) also facilitate wholesale access to information by agencies where legitimacy of access may be questioned or disputed.

4. Arrangements made by law enforcement agencies for access to infrastructures of global cloud services (“backdoors”) may not be visible to their users

The use of CCTV cameras for surveillance by public and private organisations continues to increase dramatically with the UK being reported as having one camera for every 11 citizens in 2013. Combined with images uploaded to social networks (which may also be used for surveillance), this represents a formidable resource for those seeking to track individuals and to monitor their activities, or to monitor collective behaviours which may be for business purposes in addition to law enforcement and for public and private security needs. As the scale of surveillance grows there is a need for research into what we can call “Privacy Aware Surveillance” technologies and governance of surveillance that respond to concerns over the scale of surveillance activities and their impact on individual privacy.

These are just a few of the divergences that are emerging as we move towards ever greater dependency on networked digital technologies - a full discussion of the issues surrounding surveillance is beyond the scope of this report. Nevertheless, it is clear that research with the aim of developing better understanding of the role, impact and governance of surveillance in networked digital societies as well as technological approaches that support effective governance and control of surveillance activities. This could include technologies that might limit access to information not required for specific surveillance goals (e.g. attribute based encryption, policy based data management), technologies that enable auditable surveillance that enables strong accountability for organisations carrying out surveillance.

6.3.7 Specific topics

In some of the AoIs, specific topics have been mentioned which are mainly highlighted by their respective viewpoint. Such topics are typically focused, by pointing to a specific technology or application domain, and provide their own respective challenges.

The specific topics include at least:

1. Privacy-preserving digital currency.
2. Fraud detection.
3. Cybercrime protection, cyber forensics.
4. Electronic voting.

6.4 Key Observations

This section summarises a few key observations that were made during the execution of the cross analysis. It is not meant as a summary of the cross analysis, but as adding findings and observations that were striking during the analysis, and that might add further insight to the discussion and help in setting up future research activities.

It is noteworthy that for all identified challenges initial existing contributions could be identified. In terms of technology research, some of these contributions could even be seen as relatively mature (e.g., in the areas of digital identities or privacy enhancing technologies), and identified inhibitors are mostly relating to business and societal aspects. As a result, the cross analysis cannot report on the existence of blank areas or totally open fields, where no contributions can be spotted yet. This might be largely due to the future predictions being dominated by developments that can already be seen on horizon or are even becoming real business opportunities (e.g., Big Data or the Internet of Things). Still the recent history has told that technology and market disruptions can dominate the developments within a very short time span (less than 5 years), so that research activities, while mainly following an evolutionary approach, need to include fundamental and ground-breaking research as well\textsuperscript{49}.

While the AoIs stressed a common emphasis on assurance, at the same time many ways to provide assurance were mentioned. They are not introduced as alternate options or respective replacements of each other, but rather indicate a need for investigation into the relation between and complementarity of the different means and their factual as well as perceived contribution to the trustworthiness of ICT systems and services (from both a consumer and provider viewpoint).

All AoIs put a strong emphasis on non-technical aspects of security and privacy, in particular, requiring a stronger role of organisations in the uptake of security and privacy enhancing technologies and of regulations to emphasise on European tradition and values. The debate on whether trustworthiness of ICT should be subject to market conditions and developments or seen as a societal responsibility needs to be conducted. This observation is understood as recommendation to continue and intensify multi-disciplinary research (technology, economy, society, and jurisdiction) in the field. Important aspects driving the related business aspects, including adoption, innovations, and market, need to be considered.

\textsuperscript{49} Therefore a provision for open research similar to the FET scheme is needed.
Since information and communication technology and business have faced major disruptions just recently, in many cases without considering security and privacy from the very beginning, it is not surprising that the majority of challenges and, hence, research priorities are driven by responses to those disruptions. Still, it seems to be worthwhile to look into future potential disruptions, taking into account that the speed of technology developments is not expected to decrease.

Figure 2. Areas of Interest coverage areas.
7 Opportunities and recommendations

This Section collects some of the main findings of the SRA and of the other WG3 deliverable documents produced by NIS WG3, i.e.: State-of-the-art of secure ICT landscape, Business cases and innovation paths, Snapshot of Education & Training landscape for workforce development [NISI14,NISB15,NISE15]. These findings with the corresponding opportunities and recommendations to be addressed are presented in four sub-sections, namely research, policy, business and education, in the following.

7.1 Research

7.1.1 Key Aspect: Core set of research priorities from a global perspective

The SRA covers the whole Cybersecurity spectrum from different but complementary socio-technical perspectives. It is thus structured around 3 areas so-called Areas of Interest (AoI), with the titles of ‘Citizen Digital Rights and Capabilities’ (looking at cybersecurity from an individual perspective), Resilient Digital Civilization (taking a collective/societal perspective) and ‘Trustworthy Hyper-connected Infrastructures’ (looking at the secure and resilient infrastructure required to enable the other two perspectives). Each of these areas provides a Vision, a list of issues challenges, an inventory of (Technology, Policy, Regulatory) enablers vs inhibitors and ends with an analysis of the gaps where a number actions are recommended (as per nature of the gap) to fill in those gaps and so achieve the Vision (this may range from research action to standardization action going through regulation action).

In addition, to the recommended actions at individual level (i.e. AoI level), there are the recommended actions at collective level that this section stresses and which result from the cross-analysis performed of the 3 AOs.

Taking inspiration from the cross analysis (Section 6) we can give here the main research priorities to be further investigated in the future:

1. Fostering assurance
2. Focussing on data
3. Enabling secure execution
4. Preserving privacy
5. Increasing trust
6. Managing cyber risks
7. Protecting ICT infrastructures
8. Achieving user-centricity

These topics are illustrated more into the details in Section 6.2 giving their further refinements in subtopics and proving a timeline for their solution. We claim that those topics should be of interest of the scientific, technological and industrial communities.50

In particular, there is a consensus to consider these broad areas as relevant for the future.

1. Fostering assurance. Effective security means that security, privacy and trust considerations should be involved from the very beginning in the design of systems and engineering processes (security by design). We thus need engineering, assessment and certification processes in a dynamic, synchronized, complete and effective approach. This process of enabling assurance techniques and processes can be definitely eased by policy regulators. A growing area identified as enabler is cyber insurance. This growing business area needs further research on security metrics, security assessment as well as forensic and related technologies for establishing responsibilities in security incidents and attacks.

50 While there is a general consensus that those topics are relevant we leave as future work the finer-grained classification of the relevance based on other criteria as scientific and technological excellence, business relevance and societal impact.
2. **Focus on data.** The increasing amount, value and sensitiveness of data produced either by systems or individuals; need to be effective protected. With data being stored and processed in the cloud, and being exchanged and shared between many previously unknown and unpredictable entities, this protection cannot stop at a single system’s border, but need to apply to the data over its full lifecycle, regardless of which system is processing, accessing and controlling the data. Hence, a system-centric view, including, among others, secure devices and infrastructures needs to be complemented with a data-centric view, focusing on data lifecycle aspects by providing mechanisms that allow the data owner to control the usage of their data as a prerequisite of a secure and privacy-preserving digital life.

3. **Enabling secure execution environment.** As a matter of fact, ICT based instruments depend on secure execution environment and the respective software. Any loss of integrity in these elements is an opportunity for manipulation and possibly corruption. With more and more information being processed outside of secured premises the need for secure execution environments and corresponding devices is rising. This holds for institutions in the public administration as well as for other critical infrastructures such as the health care sector, smart grids, and industrial control systems for water, food/agriculture, nuclear, and chemical operation. Secure execution environments are then even a critical factor for public safety and essential services provision.

4. **Preserving privacy.** Privacy has been considered as a central element in the 3 AoIs from several perspectives. It is a basis of individual freedom and a cornerstone of society. The technologies to preserve and enable privacy should be available and easily understandable and deployable, especially in the Big Data era. This demands for privacy engineering approaches. Also research and innovation are needed to build technologies that allow users to separate their identities for different aspects of life. Furthermore, research is needed to deal with authentication in services that do not require a persistent identity.

5. **Increasing trust.** There is a growing need to develop in the digital world relationships, norms, practices, behaviours that mimic and improve the ones in the physical one. Algorithms and model for trust formation, evolution, aggregation and eventually dissolution should be developed. These models should consider evidences of several formats in order to develop certification models for trustworthiness.

6. **Managing cyber risks.** New developments in ICT technology and its applications are increasing the complexity of systems and provide a challenge for management. The increase of complexity is caused by the amount of devices and components that are interconnected, the amount of data that is generated and processed, the number of people and objects that are interacting, the diversity of protection needs of individuals and organisations, the variety in attacker motivations and targets, and more. Clearly, the time taken for detection, diagnosis, remediation planning, and action is critical in limiting the impact of an attack. In the future, we can expect the sophistication and speed of execution of attacks to increase, and the difficulty of formulating a timely response to become correspondingly more challenging. A capability for autonomous response will become essential, because there will simply not be enough time to have a man in the loop. However, an inappropriate response may be more damaging than the original attack, so that the controls need not only to be speedy, but also trustworthy. Despite the automation, people must remain in ultimate control, being able to set and modify policies that govern the actions of the autonomous agents. Establishing effective means of man-machine co-operation will be a research challenge in itself. Furthermore, network topology could morph dynamically to make itself more difficult to attack.

7. **Protecting ICT infrastructures.** It has been noticed as ICT infrastructures relay at the heart of many other hyperconnected infrastructures and a prominent role should have their protection. While the term is broad, we also highlighted several areas as networks, clouds and mobile where further progress is necessary. Without security the core infrastructure, any other layer would not be secure.

8. **Achieving user-centricity.** If privacy protection demands users to be in control of their data and systems and services to provide transparency about their data processing, users need to be able to express their preferences and to assess the risk that relates to the decisions they make related to their data. Users need to be empowered to manage their digital identities by defining their policies and preferences in an intuitive way. While many security and privacy relevant aspects of systems and services can be technically accessed, configured and maintained already today, such configuration and maintenance should not be manageable by technology experts only. With the increased penetration of ICT, everyone must be able to do so. How this can be achieved while at the same time technology gets more complex, remains a challenge. Meeting this challenge is a prerequisite to avoid a digital divide.
The following table provides some examples inside the diversity of expected benefits and contributions to the EU businesses, citizens and the society in general for each of the commonalities identified above.

<table>
<thead>
<tr>
<th>Topic / Benefits</th>
<th>Business</th>
<th>Citizens</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fostering Assurance</td>
<td>Business will be able to operate across Digital Single Market (DSM) thanks to more uniform assurance/protection requirements and achieved levels.</td>
<td>Citizens will be able to compare offerings and make informed decisions based on cybersecurity assurance/protection levels.</td>
<td>Trust in digital space will increase.</td>
</tr>
<tr>
<td>Focussing on Data</td>
<td>Business will be able to build innovative data-driven services while being compliant with the data protection and privacy legislation.</td>
<td>Citizens will have means to monitor and enforce policies on data usage, as well as to express their preferences.</td>
<td>Wealth of data will be exploited for various purposes, from healthcare research to fraud detection.</td>
</tr>
<tr>
<td>Enabling secure execution</td>
<td>Business will save costs on security management and post-incident activities.</td>
<td>Citizens will enjoy higher level of protection while having more simplicity.</td>
<td>Integration and seamless move between life domains (e.g. work and home) will be achieved.</td>
</tr>
<tr>
<td>Preserving privacy</td>
<td>Less privacy breaches will lead to the increase of trust and will become competitive feature.</td>
<td>Citizens will have more guarantees that their privacy is respected.</td>
<td>Societal values will be preserved, such as respect of minorities, dignity, etc.</td>
</tr>
<tr>
<td>Increasing trust</td>
<td>Proportion of trust based on demonstrable trustworthiness will be increased.</td>
<td>Citizens will be enabled to make more informed decisions.</td>
<td>Society will evolve to trust digital institutions in a similar way to their trust in the physical world.</td>
</tr>
<tr>
<td>Managing cyber risks</td>
<td>More frequent and accurate assessment will lead to more effective use of resources.</td>
<td>Citizens will be able to make instant decisions based on risk &quot;traffic light&quot;.</td>
<td>Notion of cybersecurity risk will become an essential part of digital culture.</td>
</tr>
<tr>
<td>Protecting the ICT infrastructure</td>
<td>Reduction of &quot;out-of-business&quot; due to ICT infrastructure downtimes and reduction of industrial espionage.</td>
<td>Availability of services that rely on ICT infrastructures.</td>
<td>Less disruptions in critical services for society.</td>
</tr>
<tr>
<td>Achieving User-centricity</td>
<td>More users, therefore potential customers, will access digital services.</td>
<td>Simplification will increase the use of advanced protection mechanisms.</td>
<td>Wellbeing achieved by citizens that feel comfortable with new or complex technologies.</td>
</tr>
</tbody>
</table>

Table 9. Example of expected benefits/contributions per research commonality
7.1.1.1 Opportunities and recommendations:

1. Detailed opportunities and recommendations for these eight topics are provided in Section 6.2, above. They include roadmaps and main possible impacts.

2. There is the need to continue and intensify multi-disciplinary research (technology, economy, society, and jurisdiction) in the field. Important aspects driving the related business aspects, including adoption, innovations, and market, need to be considered oversight: regulate surveillance activities.

3. All AoIs put a strong emphasis on non-technical aspects of security and privacy, in particular, requiring a stronger role of organisations in the uptake of security and privacy enhancing technologies and of regulations to emphasise on European tradition and values.

4. All organisations and individuals, no matter how skilled and well-prepared, are vulnerable to cyber-attack to some extent. It is not surprising, therefore that new disruptive technology followed by rapid widespread adoption by its end users could expand the attack surface as never before if such product or service didn’t follow security and privacy by design principles. This could be even worse during Internet of Things adoption. Nevertheless, much can be done to limit the exposure to risk by considering security and privacy from the beginning when designing systems and processes. Best practice guidelines, accreditation schemes and awareness campaigns can help raise less well-prepared manufacturers, end users and organisations up towards the standards of the best. However, research is still needed to improve techniques for secure (socio-technical) system and process design.

7.1.2 Key Aspect: Providing facilities for NIS research experimentation

NIS (network and information security) arena is then different from other arenas and other market segments. Indeed, it is asymmetric, that is, it is an adversarial game in which just a small flaw and a small investment is enough for a cyber-attacker to succeed, while, at the same time, big investments by organisations are taking place to prevent, detect and response to those attacks in an ever increasing complexity and escalating scenario, where sometimes those investments are completely ineffective if a small flaw with great impact associated is exploited.

Several studies, research and literature are available about the specificity of cybersecurity research & innovation ecosystem, timescales and asymmetry, and all of them provide with recommendations in terms of:

- **Experimental** cybersecurity research is needed to **shift the asymmetric** cyberspace context to one of greater **planning, preparedness**, and **higher assurance** fielded solutions.

- **Emphasis on** isolated and niche equipment and related software solutions **alone** will **fall far** short of achieving the **transformational shift** in research, **community**, and supporting **experimentation** required to address cybersecurity in the **ever escalating** cyber environment.

- **Strong, coupled, and synergistic** advances in **fundamental methodological** development, fostering and leveraging **communities of researchers**, and advancing capabilities of the **infrastructure supporting that research**, will move the field beyond today’s state of the art.

- Support for **cross domain and multidisciplinary experimentation** is recommended that includes computer science, engineering, math/modelling, human behaviour, sociology, and economics. The views, perceptions and behaviours of the different fields cannot be ignored because it could be decisive to obtain optimal results.

- **Portability of experiments**, packaged for sharing and re-use in cross-discipline experiments – provides also effectiveness.

A shared, vetted community experimentation capability at EU, as a Cybersecurity **Testbed** can reduce the risk of error, ultimately improving the quality of research and thus innovation of resulting European products.
European cybersecurity Testbeds and their federation could collect and provide results in a short, medium and long term for all the stakeholders, even if they have different levels of maturity in the field or if they represent a different part of the value chain. The real value for every actor involved consists in how they apply the obtained results.

Inside cybersecurity arena, research and innovation are usually processes not well synchronized to provide useful business innovative & short term time to market results from research. Testbeds will help to speed up the process and have a better R&I processes synchronization.

Another advantage by using a cooperative approach, it is to get multidisciplinary research environments at all different levels and the possibility to test solutions with different networks, realistic or simulated attacks, new cost-effective approaches and make solutions taking into account more specifications as a result of that common approach.

### 7.1.2.1 Opportunities and recommendations:

1. **Cybersecurity Testbed and its instantiations:** Holistic approach is required to frame the future of Cybersecurity Testbeds to first come up with a product Vision encompassing all the features that a Cybersecurity experimental facility (or Testbed) should offer and second enable those features to happen through research and technology advancement. Once developed the Cybersecurity test bed can be assembled and made available for any of the targeted stakeholders (including experimenters, researchers, trainers…) to create its own instance and perform its work in a controlled manner also report on it. Overall it is important to learn from any of the stakeholders to further advance the Cybersecurity Testbed product to get it complete and up to the task also benefitting from each of the disciplines at stake. It is also important to learn from domain specific instances once created.

2. **Cybersecurity Testbed governance and community building:** Governance of Cybersecurity Testbed should be carefully defined to be open to any of the stakeholders (e.g. users, researchers, etc.) interested to use it and/or ready to contribute to it. Also entry barrier should be lowered through dedicated actions (e.g. Training material and sessions). Usages of Cybersecurity Testbed and its instances should also be tracked and reported since source of further improvement. Cybersecurity Testbed governance should also target interested and/or interesting communities to make it sustainable in the mid-term.

### 7.2 Policy

NISP WG3 constituents identified that policies in the NIS and privacy domains should:

- act as enablers to support research and innovation, and,
- set the targets that researchers and industry should aim for.

Guided by these two principles, the following sub-sections highlight the proposed areas of focus (key aspects) for NIS policy making (see also a thorough analysis done in [SYS15]). In addition to the focus area, each sub-section presents actionable recommendations to meet the challenges in the area as well as potential performance indicators for these recommendations.

#### 7.2.1 Key Aspect: European cyber security and privacy cooperation and governance

Achieving and maintaining cyber security targets is a challenge that cannot be met alone by a single organization or country, due to the heavy interdependencies in the ICT and cyber security sectors. Organizations depend on each other for their most critical processes and countries depend on each other for the end-to-end functioning of the Internet and its services worldwide. In such an interconnected environment it is important to identify the chain of dependencies accurately, to distribute responsibilities fairly and to maintain accountability. However, when policy makers, and governments in general, have limited jurisdictions
at local, national and international level, it becomes difficult to create policies, laws, incentives and enforcement mechanisms to cover the complete, end-to-end chain of dependencies worldwide.

Under these circumstances, it becomes difficult to cooperate for and coordinate cyber security efforts nationally and internationally to the detriment of users and societies. Lack of coordination and cooperation in handling cyber security threats, incidents and responses leads to sub-standard results and associated risks to materialize.

Information sharing is an integral part of cooperation. However, there are many challenges in this field. The stakeholders are reluctant to share information among themselves as this might bring liabilities to them in current legal frameworks. Incident reporting and breach notifications are hot topics in the area. Mandatory reporting and incentive driven approaches are yet to be proven effective. Sharing vulnerability and threat information is currently inadequate. Once an information sharing framework and governance mechanism are established, this would lead to better research results in this field as well since currently, research projects cannot find sufficient data to work on.

International standards are an indispensable element of interoperability which is a cornerstone of cooperation and collaboration. Without standards for operations, tools and technologies, it becomes very difficult to cooperate. Yet, lack of strong, applicable standards in cyber security and privacy is consistently emphasized. It is for all policy makers worldwide to be aware of this challenge and to build a worldwide cyber security cooperation and coordination environment using breakthrough mechanisms.

7.2.1.1 Opportunities and recommendations:

1. Creation of a European public private governance for cybersecurity, based on contractual norms as a contractual Public/Private/Partnership (cPPP). It would increase the impact of activities a European level.

2. Creating national, European or international cyber security and privacy certification schemes, compliance frameworks and associated accreditation and audit organizations.

3. Enacting laws and regulations that clearly assign responsibilities and provide accountability criteria without increasing the complexity of legal requirements which are coordinated across jurisdictions to provide end-to-end coverage in the cyber security and privacy chain of dependencies.

4. Supporting the creation and use of effective metrics for vulnerabilities, threats, incidents, mitigation functions and their financial implications.


6. Financial and cooperative incentives for incident and breach notifications.

7.2.1.2 Performance indicators

1. National and international cyber security and privacy exercises: One of the methods to see the capabilities and readiness of organizations and nations in the face of cyber security incidents and threats is to carry out exercises with the participation of all stakeholders. These exercises bring out the deficiencies in coordination and cooperation as much as in technical competencies. A key aspect is continuity. Once these exercises are carried out periodically, one can observe the progress made.

2. Cyber security and privacy stress tests: Much like in the financial sector, major organizations, nations and international agencies might be the focus of cyber security and privacy readiness stress tests. Continuous application of the tests would be necessary for progress monitoring.

3. Cyber security and privacy surveys: Periodic surveys carried out among all stakeholders and users would help keep the pulse on the perception of key players in the global cyber security effort.

4. Number of national and international cyber security standards, certification schemes and frameworks and their adoption statistics.

5. Cyber security and privacy metrics: Once established, cyber security and privacy metrics will help
monitor the state of national and global cyber security efforts.

7.2.2 Key Aspect: Balancing cyber security and privacy requirements

Societal and governmental requirements for security and personal needs of privacy are often seen as counter forces. These divergences often emerge as individual/fundamental rights and freedoms versus security law enforcement as well as anonymity versus trust and security. Surveillance in particular is a hot topic, especially when its purposes and methods are not well-understood.

With regard to digital identity management some cyber security actors press hard for traceability while privacy advocates often press hard for anonymity. There is a need for both in different contexts and identity management mechanisms would need to cover both – yet this is an elusive target if left to technology alone. It is for policy makers to build a societal consensus on the issue with potential compromises since the physical world does not exactly match the digital world when it comes to anonymity.

Another challenge in the field is between control and protection of personal data and the use of direct and derived data (correlation) for emerging new services and products. Control over personal data is difficult when data provenance is hard to determine. Regulations are often inconclusive in the area and the responsibility falls to individuals to protect their rights in this uncertain domain, often with great opposition from industry players. A holistic approach to regulate this space would be beneficial.

Building a balance between security and privacy is essential for building a more trusting society and a well-functioning and inclusive economy.

7.2.2.1 Opportunities and recommendations:

The following measures could help construct the balance between privacy and security:

1. Develop non-intrusive security,
2. Oversight: regulate surveillance activities,
3. Transparency and accountability,
4. User centric data protection regulations,
5. Effective digital identity management that can accommodate anonymity when needed,
6. Users’ control and protection of personal data that can prevent data correlation.

7.2.2.2 Performance indicators

1. Reduced complaints by individuals regarding the violation of their personal rights and freedoms, and data breaches,
2. National data protection agency reports and analyses,
3. Law enforcement agency disclosure requests to Internet companies dropping (since there are effective identity management schemes in place).

7.2.3 Key Aspect: Mitigating the concentration of strategic cyber security resources and technologies outside Europe

Creating a vibrant European NIS market is a key target and challenge emphasized in most NIS related policy discussions. With governments, organizations large and small and individuals depending on tools and technologies sourced from outside Europe, it is extremely difficult to enact and implement policies that reflect European strategies and priorities. While this external dependency is present in most Internet technology domains, its implications are far more concerning in the cyber security and privacy domains as reflected in the recent revelations about surveillance operations.
While the primary focus of mitigation strategies would be to increase the number of European companies, technology and tools in this domain in the long to medium term, in the short term, analysing, testing and accrediting externally supplied products and technologies according to European standards and criteria should also be part of the strategy. What is critical is that externally supplied products and services should be able to demonstrate their trustworthiness according to transparent criteria. Today, most products and services are presented as black box components which need to be trusted as is. Using open-source tools provide a level of relief in this respect.

7.2.3.1 Opportunities and recommendations:

1. Create inventory of firms and technology capabilities and monitor continuously the match with R&I priorities (strategic + tactical levels), identifying the gaps.

2. Provide financial support: especially to SME's in this domain.

3. Use public procurement as a tool to support emerging tools and services.

4. Support R&I → products and services transition programs.

5. Industry participation in and funding of R&I and PPPs: if industry funds all or part of research and innovation projects, their results could be more willingly adopted by these companies.

6. Encourage the use of open source tools and technologies that are hardened according to security and privacy criteria.

7. As stated in the first subsection above: Creating national, European or international cyber security and privacy certification schemes, compliance frameworks and associated accreditation and audit organizations.

7.2.3.2 Performance indicators

1. The number and breadth of European cyber security and privacy companies increase and the gaps between these and the European R&I priorities in this area close.

2. The number of products and services that submit to security and privacy certification and accreditation increase.

3. The amount of private R&I funding for projects increase.

4. The transition from R&I to products accelerates.

5. Usage of open source security and privacy tools increase.

7.2.4 Key Aspect: Critical infrastructure protection

While user empowerment and a user centric approach constitutes one pillar of an effective cyber security strategy, another one is critical infrastructure protection. While technical research challenges in the general cyber security domain may be similar to those in the critical infrastructure sector, there are many specific challenges in the critical infrastructure sector from a policy perspective.

From a cyber security perspective, critical infrastructure sector may be a small market as compared to the general ICT market sector. Within this sector the industrial control system component (SCADA) constitutes an even smaller yet a most critical part. Therefore it is potentially under served by security companies and researchers which demands incentives to bring it up to par with the rest of the ICT security sector. Critical infrastructure operators often find themselves dependent on proprietary, expensive and often obsolete technology.

Upgrading critical ICT infrastructures in general and SCADA systems in particular is a risky process due to the critical impact of potential failures. Therefore, upgrades are not performed very often or systematically in this
sector which creates serious vulnerabilities. Tight regulations may be needed to formalize the management of ICTs in the critical sectors.

Another challenge for policy makers is on designating critical infrastructures. By different norms, varying number of domains fall into this category and there doesn't seem to be a global consensus on this topic. Without these definitions, nations often fail to identify their critical infrastructures and do not provide special care for them.

7.2.4.1 Opportunities and recommendations:

1. Create incentives and financial instruments to make it more attractive for companies and researchers to work on critical infrastructure security requirements.
2. Regulate the ICT and SCADA dimension of critical infrastructure operations from a cyber security and resilience perspective.
3. Propose critical infrastructure criteria and obtain wide consensus on these criteria.

7.2.4.2 Performance indicators

1. Increase in the number of alternatives for critical infrastructure SCADA components as well as the market size for the security of these components.
2. Existence and wide adoption of regulations for critical infrastructure sector ICT and SCADA systems.
3. Existence of international consensus on critical infrastructure definitions and norms.

7.3 Business

A sub-group of WG3 has been examining the requirements for NIS research and innovation from the perspective of European end-user organisations and providers of products and services – essentially the demand- and supply-side stakeholders in the NIS market-place. An efficient and effective NIS market-place will benefit the European economy in three main ways:

- By reducing the cost to European organisations and individuals arising from security breaches and related incidents;
- By addressing the risks (real and perceived) associated with new technologies and practices. Many people and organisations are reluctant to introduce potentially valuable innovations because of concerns over security. Enabling them to be used securely, allows the benefits to be realised.
- Increased revenue generated for European companies from new products and services, and the employment generated from growth in established businesses and creation of new companies.

The current situation is one of unsatisfied demand. The incidence and impact of security breaches are increasing, cyber security is an issue in many boardrooms, and consequently spend on security products and services is rising (by around 8% year on year according to Gartner). There is no shortage of products on the market. On the contrary, trade shows have no problem filling large exhibition halls. For example, there were over 315 vendors at the recent InfoSecurity Europe event in London. Yet, still there is a significant gap between what end-user organisations need, and what the NIS industry can provide.

There are a number of reasons why this is the case, including:

- In many cases, while the security challenges faced by industry and other end-users are clear, the solutions are not – either they are difficult to specify, or face intractable technical and organizational obstacles and barriers to acceptance and take-up.
- the number, diversity, organisation, persistence and sophistication of threat agents facing the defender is continually growing, with some having a high degree of expertise, organisation, motivation, persistence and financial and political backing.
The pace of innovation in technology and in the business practices, leisure activities and societal institutions that exploit it, means that NIS must re-invent itself continuously.

Security is a holistic, system property – you cannot provide security by simply buying a product, it requires a harmonious combination of technical and procedural controls matched to the threat environment and the risk appetite of the system owner.

Without radical change, the gap is likely to widen further as threats, technologies and practices evolve at an accelerating rate. Other parts of the SRA identify:

- specific technical challenges;
- disruptive technologies and practices requiring new approaches to security (Cloud, Internet of Things, Mobility, etc.);
- active research areas that may provide the basis for innovative security products and services;
- means of promoting awareness and adoption of best practice, and of addressing the skills shortage.

Here we examine additional issues relevant to enabling an efficient and effective future NIS marketplace:

- the need for end-user organisations to be able to define, implement and operate combinations of security controls appropriate to their risk requirements and threat environment;
- how to ensure that innovations matching end-user requirements reach the marketplace in timely fashion;
- enabling end-user organisations to meet their obligations and play their part in achieving a secure society.

### 7.3.1 Key aspect: A systems approach to security

Currently, technical security measures are largely used independently, with people providing the matrix that integrates the components. In the future, the pace of response required means that the technical systems will need to co-operate directly. A recent market report says the following:

> The time for selling a host of disconnected security products and hoping for the best has long gone. Enterprise organizations need integrated security solutions that work, providing the security monitoring and management information to identify new threats and improve performance levels. Where new technology deployments are the answer, they need to be targeted at the specific vulnerabilities of the organization and when delivered they need to be maintainable in line with its operational capacity for risk. The delivery of security services needs to be seen as a partnership between vendors and their clients where the value-add comes from the practical advice and help a security specialist is able to offer, both on a regular basis and when specific problems occur. ‘2015 Trends to Watch: Security’

In a mature NIS market, a customer (either an end-customer or an intermediary in the value chain) seeking an element to play a particular role in a system should be able to choose among several comparable alternative products and services from different providers. While these may differ in price, implementation technology and effectiveness, they should essentially be substitutable one for another. Similarly, products and services from different providers that play complementary roles within a system should be compatible and interoperable with each other. If this is not the case, the scope for innovation is limited.

The current situation is that only a few product roles are well-established, e.g. firewalls, signature-based antivirus, intrusion detection systems. Elsewhere, the situation is very fluid, and it is difficult to compare products and services from different providers on a like-for-like basis. Furthermore, interoperability is a major problem. Large NIS vendors offer suites of compatible products, but composing solutions on a best-of-breed basis is problematic. Thus, end-users are faced with a choice between long-term commitment to a preferred supplier and significant integration challenges.
This need for integration has implications for the dynamics of innovation as it is more difficult for a radically different approach to penetrate the market due to the need for a new product or service to be compatible with the existing elements with which it must interact.

### 7.3.1.1 Opportunities and recommendations

1. Stimulating and fostering the emergence of an understanding of sets of abstract product/service roles that can be combined in various ways to satisfy NIS requirements, is an important aspect of an SRA. The NIS research and innovation portfolio should include projects that are aimed at defining and maintaining reference architectures, frameworks and interface standards, and encourage and coordinate the creation of ecosystems of compatible and interoperable products and services across a cluster of research and innovation projects. These architectures, frameworks and standards should be defined in such a way as to promote competitive innovation, and should themselves be designed for evolution.

2. One approach to establishing such frameworks that appears promising is based on defining and analysing a representative selection of demanding use case scenarios. In each case, demand-side stakeholders of different types are identified: e.g. process owners, process participants, and regulators (concerned with wider organisational or societal issues), and their security objectives and concerns in that scenario described. A collection of future security services that would meet their requirements is then hypothesised. The future service concepts resulting from the scenarios are then correlated and generalised to produce a number of sets of compatible security capabilities. One proposal is that this approach be adopted by an existing Horizon 2020 Co-ordination and Support Action (CSA), or provide the basis for a new one.

3. A related idea is to fund the establishment of experimental testbeds / innovation incubators with access to real data and simulated threat and application scenarios. These would be shared resources accessible to a wide range of stakeholders and would support research, innovation and validation. Cross-project experimental prototyping would be strongly encouraged, or even strictly required. The testbed environments themselves could act as prototypes for innovation-friendly operational platforms.

4. To minimise the need for re-implementation, security innovations should minimise dependence on implementation context (e.g. a particular technology stack). This could mean, for example, definition of an abstract pattern that can be applied in many contexts or implementation as generic capabilities or services that can easily be coupled to an application platform via a thin integration layer.

5. There is need for research on the analysis, design and operation of dynamic systems and the understanding and prediction of their properties. This is needed to allow the reliable construction of solutions that satisfy the requirements of demand-side stakeholders in the face of the prevailing threat. In general, such solutions will combine people, processes and technology, so the science will need to encompass an understanding of (benign and malicious) human behaviour and how to influence it, as well how to combine human and technical elements harmoniously and synergistically. Although people will remain an important part of the solutions, the shrinking window for timely response to attacks make an increasing degree of autonomous operation of technical controls essential. People will set policies enacted by autonomous controls, monitor their operational effectiveness and adapt them as required.

### 7.3.2 Key aspect: Innovation models

Innovation models have evolved from insular, linear, and reactive models of innovation towards the more contemporary models that are fluid and adaptable processes that aim to raise development efficiency and speed to market through inter-organisational cooperation and strategic alliances. A review of R&I process models in use in WG3 member organisations and reported in academic papers in order indicates that most espouse variants of Open Innovation, whereby the R&I value chain is enacted by an open ecosystem of small and large enterprises, individual inventors, research institutes and universities. Large enterprises are experimenting with a variety of schemes to stimulate and benefit from entrepreneurial activities outside their organisations. Similarly, national and EU research programmes are trying out new instruments designed to encourage participation by small companies and to grow this sector of the market. Information gathering and analysis is still in progress, but it appears that while the general philosophy of Open Innovation is shared, there
is considerable variation in how it is interpreted and applied, and a consensus on best practice has yet to emerge.

7.3.2.1 Opportunities and recommendations

1. NIS R&I projects should include market studies for their technologies and consider lifecycle costs to ensure market-viability of their technology.

2. Business cases for disruptively innovative products need to take into account the difficulty of displacing incumbent solutions arising from dependency networks, regulations (which can either promote or inhibit innovation) and other potentially inhibitory factors.

3. Research is needed to look at market dynamics aspects of innovation in NIS.

4. Exploitation of NIS innovation from research is challenging, often the stakeholders involved in the realisation of research are unable to commit to driving it from research into the market. Facilitation of a repository of research output could link entrepreneurs with researchers. The NIS WG3 deliverable illustrates a case study of how research results have been taken up by others in ad-hoc environment. We recommend a more formal searchable repository of research results.

5. Further analysis of implementation of research results into successful NIS products and services could improve the development of success indicators to monitor exploitation during the research lifecycle and beyond.

6. Research into the origins of successful NIS products and services could further our knowledge of early intervention and supporting instruments.

7.3.3 Key aspect: Mismatch of research and innovation timescales

Research and innovation are distinct, but related, processes that must combine harmoniously if significant positive impact on society is to be realised. Research is concerned with generating new knowledge; utilising this knowledge to achieve beneficial changes is the role of Innovation. Progress in research typically requires in-depth study over 2-5 years, whereas innovation is about satisfying requirements and responding to opportunities, which may be short-lived. This can be a problem in rapidly evolving fields such as NIS.

NIS involves an arms race in which tools and tactics used by attack and defence are co-evolving. This makes the future threat environment highly dynamic and extremely difficult to predict. Currently, threat agents have the upper hand, so our aim must be not only to maintain the status quo regarding security risk exposure, but to gain the initiative from them. Thus, we are faced with two issues:

1. It is difficult to anticipate future requirements in order to formulate stable goals for traditional research project;

2. There are urgent requirements that are not being satisfied and business opportunities lost

In consequence, future NIS solutions will need to be continuously evolvable in order to establish and maintain a lead over the threat without leaving windows of vulnerability.

7.3.3.1 Opportunities and recommendations

1. Most research projects solve problems of the future and the first results are available in 3-4 years, whereas customer needs and expectations, especially in cyber security, are close to immediate. This problem deserves special support and treatment, maybe through the open calls managed by individual projects or dedicated platform.

2. We need to develop an ‘agile R&I’ process model that both accelerates research results into practical use, and uses market intelligence to adapt the direction of research market/threat environment evolves.

3. The NIS research and innovation portfolio should include projects that are aimed at providing an
innovation-friendly platform, i.e. a technological environment in which a range of novel applications, products and services can be brought to market or deployed rapidly.

7.3.4 Key aspect: Societal constraints and goals

The needs of European society as reflected in public opinion, government policy, and legal and regulatory frameworks impose responsibilities and constraints on service providers and end-users in respect of NIS, that must be complied with in a transparent and accountable way. However, the wishes of society are a dynamic equilibrium of sometimes-conflicting drivers, with the balance point affected by many factors including events, such as terrorist attacks, leaks of personal data, and revelations about government surveillance programmes. This results in a fragmented and unstable legal/regulatory/oversight environment.

7.3.4.1 Opportunities and recommendations

1. There is a need for harmonisation of regulatory environments in the different legal jurisdictions around the globe. Care must be taken that obligations are not overly prescriptive as this may prevent innovation and result in regulations becoming outdated as technology and business practices advance.

2. Private sector businesses have an important role to play in responding to societal challenges, but the need for companies to recover costs, make a fair return of investment, and maintain a competitive advantage must be recognised and taken into account. Businesses may also be faced with conflicts of interest between disclosing information to comply with legal obligations and serving the interests of their customers and shareholders.

3. There is a need for federation of NIS systems to support co-operation among enterprises, law enforcement agencies, and national and European authorities. At any compositional level, it should be possible to define meaningful risk metrics that can be calculated operationally to allow continuous monitoring, and also policy-based means of influencing system behaviour in a predictable way. Such mechanisms to assert rights and enforce transparency and accountability should be available to all legitimate stakeholders in the system.

4. Extending research into the behavioural aspects of legitimate stakeholders and malicious actors within the NIS environment could further our understanding of underground markets and the threat landscape.

7.4 Education

7.4.1 Key aspect: Multi-disciplinary focus

For the purposes of this work, we have accepted a broad definition of cybersecurity that comprises a wide range of relevant topics, from cryptography, computer, information and network security to privacy, security economics, or legal, regulatory, and policy frameworks.

Although there is general agreement about multi-disciplinary nature of cybersecurity, it remains difficult to reflect the need for multi-disciplinarity in teaching and training environments, because of the diverse skill sets required for truly integrated programs. While a number of multi-disciplinary programs and centres are in place, acquiring in-depth skills in multiple subjects rather than lighter supplemental skills around the area of specialization remains rare. As a result, professionals with understanding of technology as well as law, policy, psychology, or economics are uncommon. Yet, professionals with multi-disciplinary skills continue to be at the top of the lists of skills gaps, according to reports and surveys.

Multi-disciplinary research that is necessary to feed multi-disciplinary programs also continues to be fragmented. Although efforts had been made to support multi-disciplinary approaches to cybersecurity, funding mechanisms, availability of publications and conferences that support multi-disciplinary work are insufficient.

Ultimately, fragmentation of knowledge in cybersecurity impacts all aspects of society, from the technology environment to legal and policy frameworks.
7.4.1.1 Opportunities and recommendations

1. Support multi-disciplinary curricula and training, with clear goals for professional preparation, to ensure future workforce is capable to address complex cybersecurity problems.

2. Continue to build infrastructure to encourage multi-disciplinary skill development in cybersecurity including curricula and programs in higher education, funding for multi-disciplinary research, and establishment of for a for multi-disciplinary work.

3. Evaluate collaboration mechanisms to enable universities in the EU to provide multidisciplinary degrees when a certain specialization is not available at the degree institution.

4. Evaluate and extend mechanisms for “custom degrees” in cybersecurity (designed by students), especially graduate level degrees for professionals already engaged in one aspect of cybersecurity.

5. Establish infrastructure to enable specialists in various areas in cybersecurity to add multidisciplinary knowledge through additional educational modules (e.g., for a computer scientist specializing in security to add a three month module on legal frameworks or economics of security).


7.4.2 Key aspect: Responsiveness to changes in technology and societal environment

With increasing diversity and dynamic nature of the computing environment, a static approach to teaching cybersecurity skills is no longer effective. Today, most environments are dynamic, with entities (e.g., devices and users) joining and leaving domains. Most processes are cross-domain operating in ecosystems with multiple security models and different vulnerabilities.

The issues of security composition in complex environments or security and privacy challenges arising at the intersection of several domains remains unresolved, and effects of this complexity on security remain unknown. Preparation and training of cybersecurity professionals continues to focus on one domain, further affecting technologists’ understanding of inter-dependencies that need to be considered.

Approaches used for teaching technical and societal aspects of cybersecurity continue to focus on the development of fundamental skills and knowledge in key areas, similarly to teaching fundamental sciences or law. It remains crucial to acquire fundamental skills, and the importance of this aspect of education and training will never decrease. No continued education is possible before solid fundamental skills are acquired. However, the dynamic nature of the technology environment, as well as reactive components and positioning of
cybersecurity make it imperative to create additional mechanisms to acquire and continue to develop new skills and knowledge as the environment evolves.

The emergence of the new mechanisms to address the quick evolution of technology and usage models will permit us to prepare professionals with deep fundamental knowledge and the ability to solve the new problems as they emerge. Better knowledge of the connections and dependencies in the ecosystem will make it easier to select solutions that are more effective.

A more responsive approach to evolving technology environment in cybersecurity curricula and training is needed to help ensure quicker alignment of approaches to teaching cybersecurity across the EU, rapid awareness of emerging global issues or new solutions, and greater competitiveness of the EU members.

### 7.4.2.1 Opportunities and recommendations

1. Establish a task force with an advisory focus to provide recommendations to increase agility, responsiveness, and multi-disciplinarity in cybersecurity and privacy education.

2. Institute an annual survey of employers in cybersecurity to publish lists for skills in highest demand for the next 1-2 years.

3. Devise mechanisms to develop and deploy community built sharable curriculum and training modules in cybersecurity in order to make curricula and training more agile and responsive to real life security threats and changes in the technology environment.

4. Establish ways for professionals to update their knowledge of latest technologies online.

5. Support international collaboration and awareness campaigns, to ensure all EU countries are aligned on levels of proficiency and aware of globally significant issues in cybersecurity

### 7.4.3 Key aspect: End-to-end skill development

With the digital world becoming integral part of everyday life from an early age, awareness of cybersecurity and privacy issues and elementary skill development should become more organic. Acquiring fundamental skills earlier and organically, as part of regular education, will not only help develop the competence of consumers to take important decisions, but also the preparation of experts and innovators in cybersecurity and privacy. We can illustrate the levels of proficiency as a stack, starting with passive awareness and moving toward innovation at the highest level (see Figure 2 below). Ensuring that more people move from the lowest to the higher levels of proficiency will positively affect the technology environment; development of secure devices, networks, and applications; effective remediation following cybersecurity attacks, and, ultimately, innovation. Focusing on higher education and expert training only is likely to have reduced impact through the loss of opportunity for talent development early in the skill development cycle.

![Figure 4. Levels of proficiency in cybersecurity.](image-url)
7.4.3.1 Opportunities and recommendations

1. Support research to define curriculum & training requirements including coordination actions for these activities with end-to-end coverage (from minimal proficiency to dedicated curriculum).

2. Invest in development of communities of practice operating mostly through online interactions.

3. Establish a task force with an advisory focus to address strategic requirements of end-to-end cybersecurity and privacy education in order to develop consistent analysis of the dependences among different levels of education and establish concrete measures to encourage continued acquisition of skills in cybersecurity.

4. Support research to develop new mechanisms to provide greater visibility of cybersecurity and privacy vulnerabilities when using common devices, systems, applications, and processes.

5. Support programs focusing on interaction of people with different levels of proficiency.

6. Encourage earlier start for cybersecurity awareness and acquisition of basic skills, to coincide with independent use of connected devices. The earlier start will lead to greater proficiency in security and privacy skills by all consumers and will facilitate the introduction to more advanced and responsive curricula and greater understanding of cybersecurity requirement by computer scientists.

7. Encourage entrepreneurship in cybersecurity defining a path from skills acquisition to innovation.

7.4.4 Key aspect: Alignment of curricula and training with demand for skills

Most reports on cybersecurity skills agree that the shortage of cybersecurity professionals is becoming more acute and highlight the sharpest shortages occurring either with regard to the latest skills or at the top of the profession where experience or multi-disciplinary knowledge are essential. The shortage continues to be felt in government, while industry and academia developed some avenues to deal with shortage of skills at the high end of the profession through additional education and, in industry, internal promotion. The skills shortage is connected to the fact that cybersecurity profession is not yet well defined, negatively affecting the effectiveness of cybersecurity education and training.

The complexity of the technology environment and regulatory frameworks as well as quick evolution of technology and cybersecurity threats creates a great diversity of needs among potential employers that remains hard to address.

Greater collaboration of stakeholders in cybersecurity—governments, academia, and industry—is necessary to align perceptions of the needs for skills and vehicles to combine theoretical and practical training. While many industry members and other communities have established programs to support and encourage the design of adequate curricula in cybersecurity, these efforts remain fragmented and receive minimal support from funding agencies in Europe and elsewhere.

Similarly, apprenticeship and internship programs continue to develop as needs for employees with cybersecurity skills is growing, but very few innovative mechanisms to support short-term skill development programs have been established.

Finally, awareness of skills in high demand remains delayed and imperfect, putting additional pressures on students, educators, job seekers, and employers and negatively affecting competitiveness of the EU countries.

7.4.4.1 Opportunities and recommendations

1. Support development and enhancement of collaboration mechanisms with industry and government and internationally, in order to ensure consistent coverage of cybersecurity proficiency in all EU countries.

2. Encourage new flexible models for short term internships and training in operational environments to develop purpose-based acquisition of top-priority skills.
3. Support emergence of fora for interaction with practitioners across Europe.

4. Establish mechanisms to increase awareness of skills in high demand to increase competitiveness of job seekers.

5. Establish high quality mechanisms for on demand acquisition of high priority skills, open across the EU, including the countries where such mechanisms may not be readily available.

7.4.5 Key aspect: Using appropriate methodologies for teaching cybersecurity at all levels, from awareness to focused expertise

Although online learning is used in teaching cybersecurity skills, the majority of the educational approaches remain traditional. This is not surprising or incorrect, since cybersecurity shares fundamental premises with computers science, mathematics, or law, depending on the aspects of study. However, traditional approaches still prevail in teaching elements of cybersecurity that are either completely practical, very process dependent, or time dependent. Among examples of such topics, we can mention translation of philosophies (e.g., for Privacy or Security by Design) into concrete product or technology development requirements; remedies against latest cyberattacks, or learning how to configure a firewall.

Focused approaches to teaching cybersecurity were proposed and are used in some settings. Many of them are “challenge-based” and preparing students to take the correct decisions in response to structured challenges. MOOC, competitions, apprenticeships, user interfaces and many other methods could be used in this environment.

We need a thorough examination of how to position teaching of cybersecurity with regard to university curricula and practical applications.

7.4.5.1 Opportunities and recommendations

1. Initiate a study of teaching methodologies for cybersecurity and provide a set of recommendations on this topic.

2. Study “casual” learning of cybersecurity as part of other activities and publish recommendations with regard to processes, interfaces, and metrics for this method of learning.

3. Organize and promote regular cybersecurity competitions at all levels.

7.4.6 Key aspect: Bring all Member States to the agreed upon baseline with regard to cybersecurity indicators

Some eSkills report\textsuperscript{51} undertaken for EU Member States as well as other indicators (e.g., Cyberpower Index\textsuperscript{52}) provide evidence of differences between the EU countries in various aspects of cybersecurity. Preliminary submissions to ENISA course database also point to potentially uneven development in teaching cybersecurity.

It is important to ensure that all EU countries have access to cybersecurity learning and materials.

7.4.6.1 Opportunities and recommendations

1. Task ENISA with creating a report comparing access to cybersecurity education and practical training among EU Member States.

2. Explore methodological and class delivery options to increase access to cybersecurity courses and programs across the EU.

\textsuperscript{51} \url{http://ec.europa.eu/enterprise/sectors/ict/documents/e-skills/index_en.htm}

\textsuperscript{52} Cyber Power Index.

\url{http://www.boozallen.com/content/dam/boozallen/media/file/Cyber_Power_Index_Findings_and_Methodology.pdf}
3. Explore feasibility of a practical training internship allowing interested and motivated students from EU countries with lower numbers of cybersecurity courses and opportunities to receive practical training via dedicated programs in other Member States.
8 Conclusion

This document is the Strategic Research Agenda (SRA) for cybersecurity as emerged from the activities of the Working Group 3 (WG3) on Secure ICT Research and Innovation of the EU Platform on Network and Information Security (NIS).

The document has been produced by the many members of WG3, in a cooperative manner, in a series of physical and virtual meetings. The main findings of this document were also presented and discussed with several other European communities in order to consolidate its findings and build consensus and alignment with the different experiences of this kind.

Cybersecurity concerns are growing in the society, from technical, social, legal, policy and economic perspectives. Also, since cyber security in itself may overlap with related concerns as cyber crime and cyber defence and the actors involved are many, we have promoted the development of a document in which several perspectives and interests have been identified, discussed and analysed. Thus, resulting in the raising of the potential value and usage to many like-minded stakeholders working towards common strategies and objectives although they have different backgrounds and responsibilities (technical, social, legal, policy and economic).

One element that clearly emerged during our discussions was the centricity of the individuals/citizens/people in all our discussions. Eventually, three main areas of interest (AoIs) were identified and subject to further scrutiny: 1) the citizens, 2) the society and 3) the interconnected infrastructure world. For each of these areas of interest, we identified the challenges, the enablers and inhibitors (of several natures such as technical, regulatory, etc.) and eventually the research gaps to be filled in order to achieve the desired end state.

For each area of interest, one group of members was set up to manage the area and these three groups were complemented by another group of members that performed a cross analysis of the Areas of Interest. Eventually, a set of common priorities have been selected, further developed, investigated and the topics were presented mainly in the form of properties to be achieved.

This format allows stakeholders to select the best perspective depending on their own interest and needs. Moreover, it also allows the identification of main elements whose investigation is worthwhile in a global perspective.

A section identifying and summarizing all the main findings about aspects in research, business and education has been produced. This document was also based on the findings of the other three deliverables of the WG3 (i.e., research landscape, business cases and education and training). These deliverables supported and extended the work of the SRA in several relevant domains, like technology, business and education.

Overall, this strategic research agenda puts into evidence the variety of problems, issues and solutions that need to be investigated in the future, whilst presenting the opportunities of sizing proper trade-offs amongst possibly conflicting interests and always considering the European societal values at its centre of gravity.
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Appendix III – Glossary

- **Contactless**
  Contactless technology is pertaining to the achievement of signal exchange with, and supply of power to, the card without the use of galvanic elements (i.e. the absence of an ohmic path from the external interfacing equipment to the integrated circuit(s) contained within the card (see ISO/IEC 14443-1:2008)

- **Mobile Application**
  A mobile application is a computer program designed to operate in a mobile terminal, see ISO/IEC 29179:2012(en).

- **Near field communication (NFC)**
  NFC is a short-range high frequency wireless communication technology that enables the exchange of data between devices over about a 10 cm distance.

  NFC is to enhance the existing proximity card standard (RFID) that combines the interface of a smartcard and a reader into a single device. It allows users to seamlessly share content between digital devices, pay bills wirelessly or even use their cell phone as an electronic traveling ticket on existing contactless infrastructure already in use for public transportation.

  The significant advantage of NFC over Bluetooth is the shorter set-up time. Instead of performing manual configurations to identify Bluetooth devices, the connection between two NFC devices is established at once (under a 1/10 second).

  Due to its shorter range, NFC provides a higher degree of security than Bluetooth and makes NFC suitable for crowded areas where correlating a signal with its transmitting physical device (and by extension, its user) might otherwise prove impossible.

  NFC can also work when one of the devices is not powered by a battery (e.g. on a phone that may be turned off, a contactless smart credit card, etc.) (Source Wiki).

- **Radio Frequency Identification (RFID)**
  RFID is a wireless non-contact system that uses radio-frequency electromagnetic fields to transfer data from a tag attached to an object, for the purposes of automatic identification and tracking (see ISO/TS 16791:2014(en), 3.1.29).

- **Scalability**
  Scalability is the ability of a system, network, or process to handle a growing amount of work in a capable manner or its ability to be enlarged to accommodate that growth. For example, it can refer to the capability of a system to increase its total output under an increased load when resources (typically hardware) are added (Wiki).

- **Scaling up/ Vertical Scaling of Systems**
  To scale vertically (or scale up) means to add resources to a single node in a system, typically involving the addition of CPUs or memory to a single computer. Such vertical scaling of existing systems also enables them to use virtualization technology more effectively, as it provides more resources for the hosted set of operating system and application modules to share. Taking advantage of such resources can also be called "scaling up". (Source Wiki)

- **Security level**
  A security level is a measure of the level of protection against unauthorized entry, see ISO 6707-1:2014.
Thereby Authorization is a mechanism to ensure that the entity or person accessing information, functions or services has the authority to do so, see ISO/IEC 14762:2009.

- **Storage System (remote)**

  A remote-storage system is a system in which the storage device is separate from the collector and is located at some distance from it, see ISO 9488:1999.

- **Trusted Execution environment (TEE)**

  A Trusted Execution Environment (TEE) is a standard technology according to GlobalPlatform (www.globalplatform.org), which brings a new execution context for applications on a mobile device processor. This new context runs beside the classical operating system, so called Rich Execution Environment (REE) such as Android and may share the same hardware resources.

  The two execution environments are strictly isolated. A TEE platform can execute trusted services, which may employ an exclusive access to the peripherals and resources available, including memory, computational units and controllers for the display or touch screen.

  The TEE therefore ensures the protection against software attacks compromising the operating system (RichOS, e.g. iOS, Android). No matter what happens inside the RichOS, all secrets and trusted services that are managed by the TEE are kept safe from software intrusions. Many actors may benefit from this, ranging from end-users, to manufacturers and including mobile operators.

  To provide such isolation, the TEE platform requires a specific hard-ware mechanism capable of managing the frontier between both execution contexts.

  The concept of the TEE benefits from its deep integration within mobile processor as it can use the powerful resources typically embedded in modern systems. In addition to high performance, it can take advantage of the multiple controllers to bring trust closer to the end user, see Eurosmart White Paper Security and Privacy in the Digital World Solutions from the Smart Security Industry.

- **User-friendly**

  User friendly means pertaining to ease and convenience of use by humans, see ISO/IEC 2382-1:1993, Information technology.

  User friendly means pertaining to a computer system, device, program, or document designed with ease of use as a primary objective, see ISO/IEC/IEEE 24765:2010.
### Appendix IV – Key research activities as derived from other Research Agendas

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYSSEC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Privacy and anonymity</td>
</tr>
<tr>
<td></td>
<td>- Prevention of information being given away; minimisation of personal information being used.</td>
</tr>
<tr>
<td></td>
<td>- Development of monitoring of information leakage at all possible levels. The development of honey profiles to demonstrate and track information leakage.</td>
</tr>
<tr>
<td></td>
<td>- Development of approaches to (selectively) delete one’s data (the right to be forgotten).</td>
</tr>
<tr>
<td></td>
<td>- Development of mechanisms to anonymize personal data.</td>
</tr>
<tr>
<td></td>
<td>- Software vulnerabilities</td>
</tr>
<tr>
<td></td>
<td>- Development and adoption of software hardening and exploitation of mitigation techniques as they can offer instant and effective protection.</td>
</tr>
<tr>
<td></td>
<td>- Protection against attacks that exploit previously unknown vulnerabilities.</td>
</tr>
<tr>
<td></td>
<td>- Adoption of patch installation systems</td>
</tr>
<tr>
<td></td>
<td>- Social networks</td>
</tr>
<tr>
<td></td>
<td>- Trustworthiness of data (assessing the correctness of information especially in the setting of anonymity)</td>
</tr>
<tr>
<td></td>
<td>- Processing of (real-time) data streams (e.g. for identification of malicious content and fraudulent sources) which is expanding out of all proportions.</td>
</tr>
<tr>
<td></td>
<td>- Coping with the dynamicity of data in graph mining</td>
</tr>
<tr>
<td></td>
<td>- Balance between privacy and security in cases of data collection and processing to detect compromised or malicious accounts in social networks</td>
</tr>
<tr>
<td></td>
<td>- Critical Infrastructure Security</td>
</tr>
<tr>
<td></td>
<td>- Deeper knowledge of many different research areas, given the inherent interdisciplinarity of CPS ecosystem.</td>
</tr>
<tr>
<td></td>
<td>- Development of security protection tools in real-world conditions</td>
</tr>
<tr>
<td></td>
<td>- Accuracy of simulation system, testing of countermeasures under realistic conditions</td>
</tr>
<tr>
<td></td>
<td>- Causes of the threats against CIs, e.g. how to collect and disseminate data on threats</td>
</tr>
<tr>
<td></td>
<td>- Authentication and authorization</td>
</tr>
<tr>
<td></td>
<td>- Gap between security and usability in forms of authentication (there are strong authentication mechanisms, but it is not convenient to use them)</td>
</tr>
<tr>
<td></td>
<td>- Security of coupled/interconnected systems and services (identify interconnections, create taxonomies with current practices, study the ways current services interconnect and design new techniques for secure interconnection)</td>
</tr>
</tbody>
</table>

---

53 The analysis of the mentioned items and research agendas are part of Deliverable 3.2 of the CAPITAL Project. Please refer to [http://www.capital-agenda.eu/DMR.aspx?Page=publications](http://www.capital-agenda.eu/DMR.aspx?Page=publications) for more information and the criteria used.
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
</table>
| – Security of Mobile Devices | o Mobile security is still in its infancy and all kind of security solutions are needed  
o Confidentiality (privacy) and integrity seem to be the most important challenge to meet  
o Evasion-resistant solutions, which potentially retrofit traditional malware need to be explored  
o Exploring highly scalable technologies for efficient monitoring and analysis of security events that have the potential to compromise mobile devices |
| – Legacy systems | o Exploration of a hybrid attack detection solution, which would marry BodyArmour to static protection approaches such as WIT  
o How to evaluate the complexity of code fragments in existing binaries, so that one can focus the effective yet expensive symbolic execution on code that is more likely to have exploitable vulnerabilities |
| – Usable security | o Usability guidelines for security researchers, a basic collection of do’s and don’ts for user interaction  
o Usability of already existing security solutions  
o Incorporation of the usability decisions into the development process right from the beginning (raising awareness of people designing security solutions) |
| – Botnets | o Exploring new ways to taking down botnets (e.g. alert users without becoming too intrusive, safe ways to penetrate people’s computers and remove infections)  
o Development of a legal framework for dealing with new, advanced botnets (e.g. how to take more invasive measures against resilient malicious infrastructures, how to strike back at machines that are located in other countries) |
| – Malware | o Existing virus scanners and malware detectors cannot always keep up with malware variants that employ packing and polymorphism, need for more advanced malicious code scanning and analysis techniques  
o Solutions based on runtime behavioural profiling and detection which are less prone to false alarms and have less runtime overhead than the existing solutions  
o Process capacity of malware analysis systems (increased rate of new samples that must be analysed on a daily basis and the need for more complex analysis for non-trivial samples) |
| – Social engineering and phishing | o Interdisciplinary research in two orthogonal dimensions: 1) effective methods for educating users about attacks, providing them with the basic skills for identifying them and 2) developing defence mechanisms for automatically identifying phishing attempts  
o Effective countermeasures for the ever increasing spear phishing attacks |
## Key research activities identified

### Organisations
- Increase risk-awareness businesses
- Strengthening security measures businesses (tools for building secure systems, deploying suitable security metrics, security policies)
- Development of adequate certification and audit frameworks
- Cooperation on issues of national security, secure and trustworthy international data exchange system for tracking cyber threats/crimes

### Authentication and authorization
- Developing biometrics that are ubiquitous but non-intrusive
- Achieving privacy, trust, identity management in mobile scenario’s
- Developing a model of identity management to deal with digital vandals and cybercrime
- Global and secure individual authentication
- Development of universally acceptable digital identifiers

### Cloud computing
- Developing cryptography for use in the cloud
- Enabling the use of trusted identity chains in the cloud
- Doing risk analysis in the cloud context
- Achieving control and enforcement across domains
- Security and privacy preservation for cloud applications and service infrastructures

### Privacy
- Achieving transparency for the end user
- Developing the ability to permanently erase digital trails
- Privacy preserving data processing
- Privacy-Aware Software Development

### Security incident and event monitoring, security management
- Developing models for prediction/anticipation
- Improving risk-assessment (where to invest in security, run-time automatic security which balances need/risk/cost, fast understandable risk assessment, etc.)
- Improved Assurance Methods
- Development of tools for tracking data

### Security systems
- Building systems that are resilient (vandal tolerance, bugs in software, resilience and failure tolerance, intrusion tolerant systems)
- Developing systems that can handle socio-economic change

### EFFECTPLUS

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYBERSECURITY STRATEGIC RESEARCH AGENDA</td>
<td></td>
</tr>
<tr>
<td>EFFECTPLUS</td>
<td></td>
</tr>
<tr>
<td>Organisations</td>
<td>• Increase risk-awareness businesses</td>
</tr>
<tr>
<td></td>
<td>• Strengthening security measures businesses (tools for building secure systems, deploying suitable security metrics, security policies)</td>
</tr>
<tr>
<td></td>
<td>• Development of adequate certification and audit frameworks</td>
</tr>
<tr>
<td></td>
<td>• Cooperation on issues of national security, secure and trustworthy international data exchange system for tracking cyber threats/crimes</td>
</tr>
<tr>
<td>Authentication and authorization</td>
<td>• Developing biometrics that are ubiquitous but non-intrusive</td>
</tr>
<tr>
<td></td>
<td>• Achieving privacy, trust, identity management in mobile scenario’s</td>
</tr>
<tr>
<td></td>
<td>• Developing a model of identity management to deal with digital vandals and cybercrime</td>
</tr>
<tr>
<td></td>
<td>• Global and secure individual authentication</td>
</tr>
<tr>
<td></td>
<td>• Development of universally acceptable digital identifiers</td>
</tr>
<tr>
<td>Cloud computing</td>
<td>• Developing cryptography for use in the cloud</td>
</tr>
<tr>
<td></td>
<td>• Enabling the use of trusted identity chains in the cloud</td>
</tr>
<tr>
<td></td>
<td>• Doing risk analysis in the cloud context</td>
</tr>
<tr>
<td></td>
<td>• Achieving control and enforcement across domains</td>
</tr>
<tr>
<td></td>
<td>• Security and privacy preservation for cloud applications and service infrastructures</td>
</tr>
<tr>
<td>Privacy</td>
<td>• Achieving transparency for the end user</td>
</tr>
<tr>
<td></td>
<td>• Developing the ability to permanently erase digital trails</td>
</tr>
<tr>
<td></td>
<td>• Privacy preserving data processing</td>
</tr>
<tr>
<td></td>
<td>• Privacy-Aware Software Development</td>
</tr>
<tr>
<td>Security incident and event monitoring, security management</td>
<td>• Developing models for prediction/anticipation</td>
</tr>
<tr>
<td></td>
<td>• Improving risk-assessment (where to invest in security, run-time automatic security which balances need/risk/cost, fast understandable risk assessment, etc.)</td>
</tr>
<tr>
<td></td>
<td>• Improved Assurance Methods</td>
</tr>
<tr>
<td></td>
<td>• Development of tools for tracking data</td>
</tr>
<tr>
<td>Security systems</td>
<td>• Building systems that are resilient (vandal tolerance, bugs in software, resilience and failure tolerance, intrusion tolerant systems)</td>
</tr>
<tr>
<td></td>
<td>• Developing systems that can handle socio-economic change</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CYBERSECURITY STRATEGIC RESEARCH AGENDA | o Handling systems issues (building secure cyber-physical systems providing/taking a holistic approach, making and maintaining models of complete systems, keeping mitigation up to speed with growth )  
 o Better language and tools for specifying secure software  
 o Standardisation of security features  
 o Development of rich and expressive security models  
 • Mobile and emerging technologies  
 o Coping with deluge of devices: defences for mobile devices, securing sensor devices  
 • Legal  
 o Enhancement of legislation to accommodate technological developments  
 • Social  
 o Education of citizens, raising awareness in users of security and privacy risks |
| ARTEMIS Strategic Research Agenda for Embedded Systems | o Reference designs and architecture  
 o Composability - a scalable framework that supports the smooth integration and reuse of independently developed components is needed in order to increase the level of abstraction in the design process and to reduce cognitive complexity.  
 o Dependability and security - the provision of a generic framework that supports mixed criticality, safe, secure, maintainable, reliable and timely system services despite the accidental failure of system components and the activity of malicious intruders is essential.  
 o Certification - the control of physical devices and processes, e.g., office and shop-based digital pharmacy labs or service robots that interact with humans performed by Embedded Systems makes it necessary for the design to be certified by an independent certification authority. The envisioned architecture must support modular certification.  
 o High-performance embedded computing - for scalable multiprocessor computing architectures and systems incorporating heterogeneous, networked and reconfigurable components. The increase by several orders of magnitude of computing power will be key for achieving embedded intelligence in areas such as perception, multi-media content analysis, autonomy, etc.  
 o Low power - the advent of Giga-scale SoC will require system level techniques for handling the power dissipation of silicon, such as power gating and integrated resource management.  
 o Interfacing to the environment - new ways of interfacing with the natural and the man-made environment, and in particular more intuitive ways for humans to interact with both technical systems and each other.  
 o Interfacing to the internet - the internet with its limited reliability and timing predictability challenges Embedded Systems dependability and end-to-end timing requirements. New communication protocols and control mechanisms are needed to reach a suitable level of communication predictability and to adapt Embedded systems functions to communication uncertainties  
 • Seamless connectivity and interoperability |
### Key research activities identified

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Certifiable operating systems (micro-kernels and hypervisors) that can be distributed and composed, and are able to support dynamic reconfiguration.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Opportunistic flexibility - taking advantage of the currently accessible opportunities e.g. network connection to a cloud, to dynamically improve the quality of service.</td>
</tr>
<tr>
<td></td>
<td>Ubiquitous connectivity schemes that support the syntactic and semantic integration of heterogeneous sub-systems, under the constraints of minimum energy usage and limited bandwidth.</td>
</tr>
<tr>
<td></td>
<td>Self-configuration, self-organisation, self-healing and self-protection of the computational components in order to establish connectivity and services in a particular application context, using knowledge autonomously acquired from the environment and enabling dynamic reconfiguration.</td>
</tr>
<tr>
<td></td>
<td>Perception techniques for object and event recognition in order to increase intelligence in Embedded Systems and make distributed monitoring and control tasks in large-scale systems possible.</td>
</tr>
<tr>
<td>Design methods and tools</td>
<td>Multi-viewpoint engineering, and design exploration</td>
</tr>
<tr>
<td></td>
<td>Incremental development, incremental validation, incremental certification, in particular for mixed criticality systems</td>
</tr>
<tr>
<td></td>
<td>Early verification and early validation of non-functional properties</td>
</tr>
<tr>
<td></td>
<td>Early detection of design errors and integration risks, in particular for mixed criticality systems</td>
</tr>
<tr>
<td></td>
<td>Capitalisation of experience, and the embodiment of that experience in design rules.</td>
</tr>
<tr>
<td></td>
<td>The collection of novel tools and design flows to be developed is called the ‘ARTEMIS Method’. This will require research into the following topics:</td>
</tr>
<tr>
<td></td>
<td>Design tools that can be integrated into the core design process workflow that address heterogeneous structures, particularly power efficient mapping on heterogeneous multiprocessing devices and complex memory hierarchies.</td>
</tr>
<tr>
<td></td>
<td>Certification of mixed criticality systems and the development of well-structured safety cases such that the safety of a proposed design can be convincingly demonstrated.</td>
</tr>
<tr>
<td></td>
<td>Advanced control algorithms to find optimal operating points in Embedded Systems that are characterised by nonlinear behaviour.</td>
</tr>
<tr>
<td></td>
<td>Embedded fault handling, relying on model-based fault detection at run-time, and associated algorithms for fault tolerance.</td>
</tr>
<tr>
<td></td>
<td>Design process management that addresses complexity, product hierarchy, supply chain and information flow management. The integration of models that look at the system from different viewpoints will be investigated. The interoperability between tools and procedures that are included in the ‘ARTEMIS method’ must be established.</td>
</tr>
<tr>
<td></td>
<td>Open interface standards, with agreement on the intellectual property rights of the specific tools developed to support it.</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>- Traceability of component properties and their attributes, including safety and dependability, during development and integration.</td>
<td></td>
</tr>
<tr>
<td>- Product lines of embedded systems.</td>
<td></td>
</tr>
</tbody>
</table>

A Research Manifesto and Agenda from the NESSoS Community

NESSoS, Network of Excellence on Engineering Secure Future Internet Software Services and Systems

- **Security assurance**
  - Development of risk and cost assessment methods which are adapted to the characteristics of future internet
  - Enable assurance in the development of software based services
  - Developing of assurance methods and techniques for early security verification
  - Development of refinement strategies, from policies down to mechanisms, for complex protocols, services and systems
  - Development of methodologies, based on formal mappings from constraint languages, to other formalisms for which theorem proving and/or (semi-) decision procedures are available, to support formal (and, when possible, automated) reasoning about the security policy models
  - Algorithmic protocol verification. To study methods and develop tools for the automatic verification of future internet protocols

- **Program verification, with a focus on session management in concurrent and distributed service compositions**
  - Developing enforcement mechanisms that combine different verification methods and allow enforcing a wide range of policies (of information flow and resource usage)
  - Designing of dispatching operation (align the right message to the right session) from security requirements

- **Service Development Life Cycle (SDLC)**
  - Development of a methodology to support a risk and cost aware SDLC for secure future internet services. Such SDLC aims to ensure stakeholders’ return on investment when implementing security measures during various stages of the SDLC
  - Development of a methodology for risk and cost aware SDLC which should be based on an incremental and iterative process that is accommodated to an incremental software development process. Methods and techniques should be developed for the refinement of risk analysis documentation.
  - Modular approaches to analyse risks and costs should be developed. This in order to accommodate to a modular software development process and to effectively handle the heterogeneous and compositional nature of future internet services that also involves the perspective and requirements of several competing stakeholders
  - Research on risk – and cost-based methods for run-time enforcement of access and usage control policies.
  - Research on dynamic risk assessment by indicator monitoring. Run-time monitoring of data flow and monitoring usage control properties

- **Security management**
### Future Internet Assembly (FIA) Research Priorities for the Future Internet

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System development</strong></td>
<td>More in-depth research on security management and on its deployment</td>
</tr>
<tr>
<td></td>
<td>Research in the area of security requirement engineering. The future internet applications will consist of a large amount of entities that will bring new security requirements that will need to be addressed such as location-privacy or privacy requirements</td>
</tr>
<tr>
<td></td>
<td>Secure service architecture and design. The research topics that need to be covered are related to model-driven architecture and security, compositionality of design models and security design patterns for future internet.</td>
</tr>
<tr>
<td><strong>Social/organisational</strong></td>
<td>User Security Awareness. The efforts on research should be oriented towards this direction making special emphasis on privacy</td>
</tr>
<tr>
<td></td>
<td>Autonomic Security: New reasoners will therefore be needed in order to exploit service environment information and thus predict security reconfigurations depending on the changes on the environment.</td>
</tr>
<tr>
<td></td>
<td>Quantitative Aspects of Security: Quantitative security will assist users to become aware of how much personal information, for instance is being leaked in a certain service. Software vulnerabilities can also quantitatively been analysed.</td>
</tr>
<tr>
<td><strong>Business:</strong></td>
<td>Overview of research areas to be addressed. Challenges will give rise to the following areas of research and innovation in the FI and Business domain:</td>
</tr>
<tr>
<td></td>
<td>Beyond cloud computing and software as a service to support component-based enterprising in ad-hoc business networks</td>
</tr>
<tr>
<td></td>
<td>Information integration from heterogeneous sources, information governance</td>
</tr>
<tr>
<td></td>
<td>Secure and trusted transaction environments in temporary and virtual business networks</td>
</tr>
<tr>
<td></td>
<td>Contextual services respecting data privacy rights/expectations</td>
</tr>
<tr>
<td></td>
<td>The Future Internet supports the operation of business in complex, high-value, networked business ecosystems</td>
</tr>
<tr>
<td></td>
<td>Future Internet enables innovative manufacturing ecosystems (In order to realize this vision, R&amp;D should address the development of distributed, adaptive, interoperable and networked enterprise environments to support manufacturing innovation.)</td>
</tr>
<tr>
<td></td>
<td>Supporting decision making and coordinating in the networked enterprise</td>
</tr>
<tr>
<td></td>
<td>Interacting and understanding complex situations and information</td>
</tr>
<tr>
<td></td>
<td>Self-organising resource management, finding and matching resources</td>
</tr>
<tr>
<td></td>
<td>Linking Knowledge in a “knowledge cloud”</td>
</tr>
<tr>
<td></td>
<td>Risk Management and Mitigation in Collaborative Networks</td>
</tr>
</tbody>
</table>
| **People/Social** | Interaction. The research theme of interaction, supported by rich interfaces, displays, haptics, and other yet to be developed approaches makes possible to address some of our real concrete needs too. Looking forward, the future of
networked interaction has real potential to create value, given that we are reaching the point where demand and capability come together to make new and valuable networked interactions possible.

- **Cities.** For example research needs for the creation of smart cities: Ubiquitous smart city broadband infrastructures, Open city platforms ("i-phone cities") enabling the creation of products / services by citizens, including marketing and delivery, Technologies and components, etc., etc.
- **Privacy.** Some of the research topics in privacy in the future include: Developing socially robust on-line privacy models that reflect the many and diverse attitudes towards privacy online that will prevail in a future Internet society which relies on advanced personalised and contextual services, Providing business and service providers with the means to implement complex and challenging data management, including the ‘delete’ button for personal data. Dealing with personal data so that it can be used as a basis for services by third parties whilst preserving privacy, etc., etc.
- **Inclusiveness:** Within the context of user requirements and capabilities, the Future Internet Research must bridge the gap between the world of guidelines and standards and the world of software development. There is a need to support the integration of accessibility in the software engineering process by providing a set of semantic models (User/Interaction, Device and Application Models) and a set of tools for developers that facilitate the analysis and improvement of accessibility and adaptability compliance for ubiquitous Future Internet applications, without the complexity of reinventing ad-hoc approaches and solutions to implement accessibility.

### Technical
- **Performance of Future Networks**
- **Making IT Greener** (reducing energy consumption, lifecycle, resources,)
- **Internet of Things**
- **Security:** Security by policy is a key element of the FI and research into mutually interoperable, consistent policy languages, models and access control mechanisms will be essential. For security in the Future Internet it will also be necessary to conduct risk assessments across infrastructures and clouds, and this will require the development of new, and refinement of existing, risk assessment methodologies. Furthermore, due to the complexity and diversity inherent in large clouds, much of the risk assessment will need to be automated, and methods developed for the visualisation of risk.
- **Augmentation:** begin explore how we can harness the power of the Internet to ‘augment’ lives, work, business and spaces in ways that add value. By ‘augmentation’ we mean ‘increasing in intensity’ the activities we are doing or the things we need done for us, addressing what we do in our jobs and daily lives, addressing needs of groups and communities, of industry, construction, maintenance, engineering, manufacturing, transport with information, decisions support, risk analysis, options, delivered through interactions and interfaces that are intuitive and un-intrusive
- **3D:** Virtual 3D reconstructions of the real world will complement the current image and video data on the Future Internet

### Approaches and Methodologies
- **Cross disciplinary research**
- **Open to different cultures and excluded/disadvantaged groups**

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>networked interaction has real potential to create value, given that we are reaching the point where demand and capability come together to make new and valuable networked interactions possible.</td>
</tr>
<tr>
<td></td>
<td>o Cities. For example research needs for the creation of smart cities: Ubiquitous smart city broadband infrastructures, Open city platforms (&quot;i-phone cities&quot;) enabling the creation of products / services by citizens, including marketing and delivery, Technologies and components, etc., etc.</td>
</tr>
<tr>
<td></td>
<td>o Privacy. Some of the research topics in privacy in the future include: Developing socially robust on-line privacy models that reflect the many and diverse attitudes towards privacy online that will prevail in a future Internet society which relies on advanced personalised and contextual services, Providing business and service providers with the means to implement complex and challenging data management, including the ‘delete’ button for personal data. Dealing with personal data so that it can be used as a basis for services by third parties whilst preserving privacy, etc., etc.</td>
</tr>
<tr>
<td></td>
<td>o Inclusiveness:** Within the context of user requirements and capabilities, the Future Internet Research must bridge the gap between the world of guidelines and standards and the world of software development. There is a need to support the integration of accessibility in the software engineering process by providing a set of semantic models (User/Interaction, Device and Application Models) and a set of tools for developers that facilitate the analysis and improvement of accessibility and adaptability compliance for ubiquitous Future Internet applications, without the complexity of reinventing ad-hoc approaches and solutions to implement accessibility.</td>
</tr>
<tr>
<td></td>
<td>o Technical <strong>Performance of Future Networks</strong> o Making IT Greener (reducing energy consumption, lifecycle, resources,) o Internet of Things o Security: Security by policy is a key element of the FI and research into mutually interoperable, consistent policy languages, models and access control mechanisms will be essential. For security in the Future Internet it will also be necessary to conduct risk assessments across infrastructures and clouds, and this will require the development of new, and refinement of existing, risk assessment methodologies. Furthermore, due to the complexity and diversity inherent in large clouds, much of the risk assessment will need to be automated, and methods developed for the visualisation of risk. o Augmentation: begin explore how we can harness the power of the Internet to ‘augment’ lives, work, business and spaces in ways that add value. By ‘augmentation’ we mean ‘increasing in intensity’ the activities we are doing or the things we need done for us, addressing what we do in our jobs and daily lives, addressing needs of groups and communities, of industry, construction, maintenance, engineering, manufacturing, transport with information, decisions support, risk analysis, options, delivered through interactions and interfaces that are intuitive and un-intrusive o 3D: Virtual 3D reconstructions of the real world will complement the current image and video data on the Future Internet</td>
</tr>
<tr>
<td></td>
<td>o Approaches and Methodologies o Cross disciplinary research o Open to different cultures and excluded/disadvantaged groups</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>o Innovation, Involving, benefiting, stimulating start-up business and SMEs</td>
<td></td>
</tr>
<tr>
<td>o Evaluation methodologies</td>
<td></td>
</tr>
<tr>
<td>o Experimental approaches</td>
<td></td>
</tr>
<tr>
<td>o Architecture: As FI develops support for a wide range of stakeholders seeking to develop, provision, or use a range of networked components and concepts there needs to be an architectural framework that provides ongoing guidance, specification and rules of how everything fits together, how networked elements communicate, and how elements are (dynamically) structured into larger interoperating entities (services, say).</td>
<td></td>
</tr>
</tbody>
</table>

NESSI –Networked European Software and Service Initiative (one of the European Technology Platforms)

**Research priorities in the Security, Privacy and Trust area**

- **Security Usability**
  - Easy to use (zero-configuration, security by default), more standardized and understandable security interfaces;
  - Research on user behaviour for developing user-centric intuitive security mechanisms.
  - Easy, on the fly user self-assessment of services before using it by measuring if a particular service fulfils a particular set of security, privacy and trust criteria. Tools and approaches to raise security awareness, and education enabling users to understand security, privacy and trust.
  - Security as a Service based on cloud technology, and corresponding solutions for managed security services with improved usability.
  - Security usability from an administrator’s point of view, e.g. policy based security management of services and visualisation/analysis of monitoring information.

- **Identity and Trust Management**
  - Support for identity management federation solutions able to scale up to Internet size serving billions of users, devices and ID providers, designed in an open way and attracting as many stakeholders (e.g. service providers) as possible;
  - Adaptation, parameterization and testing of European eID security and privacy policies;
  - Trust analysis, management and monitoring, including end-to-end verification of trust, security, and dependability properties in complex scenarios of composed and federated services;
  - Mechanisms to enable trusted federations, for example in cloud infrastructures

- **Internet cyber security**
  - Risk management and mitigation of vulnerabilities on the entire service lifecycle, moving from system-based to more business-based risk analysis;
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>o New ways for system-wide security monitoring and analysis at all levels from networking up to services, by deploying innovative methodologies such as proactive protection, detection, analysis, and automatic mitigation;</td>
</tr>
<tr>
<td></td>
<td>o this also requires research on the collection and analysis of heterogeneous information from multiple sources;</td>
</tr>
<tr>
<td></td>
<td>o Use of cloud technology to facilitate collaboration among network operators, service providers and governments on security issues such as pro-active defence against massive DDOS using cloud federation;</td>
</tr>
<tr>
<td></td>
<td>o Supporting simultaneous compliance to multiple business domains such as eHealth, eGovernment, or eEnergy; Devise security mechanisms and controls for the Internet of Content (e.g. managed data distribution services), Internet of Things (e.g. M2M communication), and the underlying network infrastructure (e.g. mobile networks).</td>
</tr>
<tr>
<td>Security by design</td>
<td>o Research on security-oriented development environments and their coupling to a broad range of system families (e.g. service-based, internet-based, cloud-based).</td>
</tr>
<tr>
<td></td>
<td>o Approaches and mechanisms to ensure and balance confidentiality, integrity and availability of information and knowledge;</td>
</tr>
<tr>
<td></td>
<td>o Security test environments, defining widely accepted assurance levels and common guidelines supporting product integrity protection;</td>
</tr>
<tr>
<td></td>
<td>o Dynamic and context-aware adaptation of security mechanisms (&quot;just-in-time security&quot;); Designing and implementing robust systems so that performance alters to counter attacks</td>
</tr>
<tr>
<td>Identification and authentication</td>
<td>o Further research is needed in the development, convergence and interoperability of technologies for identification and authentication that can operate at a global scale. This includes the management of unique identities for physical objects and devices, and handling of multiple identifiers for people and locations and possible cross-referencing among different identifiers for the same entity and with associated authentication credentials.</td>
</tr>
<tr>
<td></td>
<td>o New effective addressing policies mobility management are required and frameworks are needed for reliable and consistent encoding and decoding of identifiers, irrespective of which data carrier technology that is used, including those that may be developed in the future.</td>
</tr>
<tr>
<td></td>
<td>o It is vital that identification technology can support various existing and future identifier schemes and can also interoperate with identifier structures already used in the existing Internet and World Wide Web, such as Uniform Resource Identifiers (URIs).</td>
</tr>
<tr>
<td></td>
<td>o Further research is needed in development of new technologies that address the global ID schemes, identity management, identity encoding/encryption, pseudonymity, (revocable) anonymity, authentication of parties, repository management using identification, authentication and addressing schemes, and the creation of global directory lookup services and discovery services for Internet of Things applications with various unique identifier schemes.</td>
</tr>
<tr>
<td>Architecture</td>
<td>o Distributed open architecture with end to end characteristics, interoperability of heterogeneous systems, neutral access, clear layering and resilience to physical network disruption.</td>
</tr>
<tr>
<td></td>
<td>o Decentralized autonomic architectures based on peering of nodes.</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td>o Architectures moving intelligence at the very edge of the networks, up to users’ terminals and things.</td>
</tr>
<tr>
<td></td>
<td>o Cloud computing technology, event-driven architectures, disconnected operations and synchronization.</td>
</tr>
<tr>
<td></td>
<td>o Use of market mechanisms for increased competition and participation.</td>
</tr>
<tr>
<td></td>
<td>• Communication technology</td>
</tr>
<tr>
<td></td>
<td>o Research is required in the field of Internet architecture evolution, wireless system access architectures, protocols, device technologies, service oriented architecture able to support dynamically changing environments, security and privacy.</td>
</tr>
<tr>
<td></td>
<td>o Research is required in the field of dedicated applications integrating these technologies within complete end-to-end systems. In the Internet of Things the following topics related to communication technology have to be considered:</td>
</tr>
<tr>
<td></td>
<td>o Communication to enable information exchange between “smart things/objects” and gateways between those “smart things/objects” and Internet.</td>
</tr>
<tr>
<td></td>
<td>o Communication with sensors for capturing and representing the physical world in the digital world.</td>
</tr>
<tr>
<td></td>
<td>o Communication with actuators to perform actions in the physical world triggered in the digital world.</td>
</tr>
<tr>
<td></td>
<td>o Communication with distributed storage units for data collection from sensors, identification and tracking systems.</td>
</tr>
<tr>
<td></td>
<td>o Communication for interaction with humans in the physical world.</td>
</tr>
<tr>
<td></td>
<td>o Communication and processing to provide data mining and services. Communication for physical world localization and tracking.</td>
</tr>
<tr>
<td></td>
<td>o Communication for identification to provide unique physical object identification in the digital world.</td>
</tr>
<tr>
<td></td>
<td>• Network technology</td>
</tr>
<tr>
<td></td>
<td>o Research is needed on networks exploiting (On-chip technology considering on chip communication architectures for dynamic configurations design time parameterized architecture with a dynamic routing scheme and a variable number of allowed virtual connections at each output).</td>
</tr>
<tr>
<td></td>
<td>o Scalable communication infrastructure on chip to dynamically support the communication among circuit modules based on varying workloads and/or changing constraints.</td>
</tr>
<tr>
<td></td>
<td>o Power aware networks that turn on and off the links in response to bursts and dips of traffic on demand.</td>
</tr>
<tr>
<td></td>
<td>o Network virtualisation.</td>
</tr>
<tr>
<td></td>
<td>o Adaptability and evolvability to heterogeneous environments, content, context/situation, and application needs (vehicular, ambient/domestic, industrial, etc.).</td>
</tr>
<tr>
<td></td>
<td>o Solutions to effectively support mobility of billions of smart things.</td>
</tr>
<tr>
<td></td>
<td>o Solutions to effectively support connectivity of (possible mobile) smart things equipped with multiple heterogeneous network resources.</td>
</tr>
<tr>
<td></td>
<td>o Cross-cutting challenge covering Network foundation as well as Internet by and for People, Internet of Services, Internet of Contents and Knowledge, and Internet of Things.</td>
</tr>
<tr>
<td></td>
<td>• Software, services and algorithms</td>
</tr>
</tbody>
</table>
|                   | o Services play a key role: they provide a good way to encapsulate functionality (e.g., abstracting from underlying heterogeneous hardware or implementation details), they can be orchestrated to create new, higher-level functionality, and
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
</table>
| they can be deployed and executed in remote locations, in-situ on an embedded device if necessary. Such distribution execution of service logic, sometimes also called distributed intelligence, will be the key in order to deal with the expected scalability challenges.  
  o Tools to support the challenging design of large-scale IoT systems need to be developed.  
  o Innovative models and design frameworks need to be devised to support such tools (e.g., inspired by co-simulation methods for large systems of systems and hardware-in-the-loop approaches). |  
  • Cloud computing  
  o It is up to debate whether the Internet of Things is related to cloud systems at all. However, specialised clouds may e.g., integrate dedicated sensors to provide enhanced capabilities and the issues related to reliability of data streams etc. are principally independent of the type of data source. Though sensors as yet do not pose essential scalability issues, metering of resources will already require some degree of sensor information integration into the cloud. Clouds may furthermore offer vital support to the Internet of Things, in order to deal with a flexible amount of data originating from the diversity of sensors and “smart things/objects.”  
  • Hardware  
  o The developments in the area of IoT will require research for hardware adaptation and parallel processing in ultra low power multi processor system on chip that handle situations not predictable at design time with the capability of self-adaptiveness and self-organization.  
  o Research and development is needed in the area of very low power field-programmable gate array hardware where the configuration (or parts of it) is changed dynamically from time to time to introduce changes to the device.  
  o Research is needed for ultra low power very large scale integrated (VLSI) circuits containing scalable cognitive hardware systems that are changing the topology mapped on the chip using dedicated algorithms  
  • Data and signal processing technology  
  o Sensors are a key enabling technology; with detection, measurement, computation, and communication, they can make passive systems active. The streams of data they generate will support better management of resources and provide early warnings of significant events, from impending heart attacks to climate change. In the context of Internet of Things the devices that are operating at the edge are evolving from embedded systems to cyber physical and web enabled “smart things/objects” that are integrating computation, physical and cognitive processes. A typical features of cyber physical and web enabled “smart things/objects” will be the heterogeneity of device models, communication and cognitive capabilities. This heterogeneity concerns different execution models (synchronous, asynchronous, vs. timed and real-timed), communication models (synchronous vs. asynchronous), and scheduling of real time processes.  
  • Discovery and search engine technologies  
  o The Internet of Things will consist of many distributed resources including sensors and actuators, as well as information sources and repositories. It will be necessary to develop technologies for searching and discovering such resources according to their capabilities (e.g., type of sensor/actuator/services offered), their location and/or the information they can provide (e.g., indexed by the unique IDs of objects, transactions etc.). |
### CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>o Search and discovery services will be used not only by human operators but also by application software and autonomous smart objects, in order to help gathering complete sets of information from across many organisations and locations. For efficient search and discovery, metadata and semantic tagging of information will be very important and there are significant challenges in ensuring that the large volumes of automatically generated information can be automatically and reliably accommodated without requiring human intervention.</td>
</tr>
</tbody>
</table>
|                   | • Relationship network management technologies  
|                   | o The network management technologies will need depth visibility to the underlying seamless networks that serves the applications and services and check the processes that run on them, regardless of device, protocol, etc.  
|                   | o This will require identifying sudden overloads in service response time and resolving solutions, monitoring IoT and web applications and identify any attacks by hackers, while getting connected remotely and managing all “smart things/objects” involved in specific applications from remote “emergency” centres. |
|                   | • Power and energy storage technologies  
|                   | o Energy harvesting/scavenging for MEMS devices and microsystems,  
|                   | o Electrostatic, piezoelectric and electromagnetic energy conversion schemes.  
|                   | o Thermoelectric systems and micro coolers.  
|                   | o Photovoltaic systems.  
|                   | o Micro fuel cells and micro reactors.  
|                   | o Micro combustion engines for power generation and propulsion.  
|                   | o Materials for energy applications.  
|                   | o Micro power ICs and transducers.  
|                   | o Micro battery technologies.  
|                   | o Energy storage and micro super capacitor technologies. |
|                   | • Security and privacy technologies  
|                   | o In the IoT every smart thing/object could be connected to the global Internet and is able to communicate with other smart objects, resulting in new security and privacy problems, e.g., confidentiality, authenticity, and integrity of data sensed and exchanged by ‘things/objects’.  
|                   | o Privacy of humans and things must be ensured to prevent unauthorized identification and tracking. In this context, the more autonomous and intelligent “things/smart objects” get, problems like the identity and privacy of things emerge, and accountability of things in their acting will have to be considered.  
|                   | o The close interaction of wirelessly interconnected things with the physical world makes it possible to pursue solutions that provide security at physical layer. In order to prevent the unauthorized use of private information, research is needed in the area of dynamic trust, security, and privacy management. |
|                   | • Standardisation  
|                   | o As greater reliance is placed on the Internet of Things as the global infrastructure for generation and gathering of information, it will be essential to ensure that international quality and integrity standards are deployed and further |
### Key research activities identified

<table>
<thead>
<tr>
<th>Project reference</th>
<th>National Cyber Security Research Agenda, Trust and Security for our Digital Life</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Identity, privacy and trust management</td>
</tr>
</tbody>
</table>
|                   | - Managing the (digital) identities, protecting user’s privacy and managing the trust in the online world are essential functionalities of the future internet. The application areas concern important but distinct aspects of the digital life of the citizen. In each of these, different authorities, and different numbers of authorities - sometimes one (e.g. the government), sometimes many, sometimes none - will be responsible for providing and controlling identities, and different authentication mechanism will be used. Therefore, different identity management solutions are needed to cater for the various needs. Research sub-areas include  
  - the computer science and crypto techniques to ensure privacy and to handle identities securely,  
  - organisational rules and guidelines to delegate trust,  
  - rules and legislation to deal with identity theft, privacy and anonymity rights, as well as private data retention and corresponding access rights  
  - and legislation to deal with identity theft, privacy and anonymity rights, as well as private data retention and corresponding access rights |
|                   | Malware |
|                   | - In terms of research, Malware poses an interdisciplinary challenge. We need advances in technology, as well as arrangements to shape the socio-economic forces that fuel or mitigate the spread and impact of malware. Unless these issues are researched jointly, we will be stuck with partial solutions of limited value.  
  - Technological advances include attack detection and prevention, incident recovery, reverse engineering, and attack analysis. For instance, to detect and prevent attacks, we need techniques and tools to spot and remove vulnerabilities from software, and monitoring systems to raise an alarm when a program behaves in an anomalous manner.  
  - Analysis of malware requires reverse engineering techniques to help us understand what it is doing, as well as methods to estimate the number of infected machines and the effectiveness of counter-measures. From an historical perspective, we should study trends in malware {as doing so prepares us for new threats in time.  
  - Malware threat are also influenced by the decisions and behaviour of legitimate market players such as Internet Service Providers. Critical questions focus on economic incentives for the variety of market players. These can be shaped by self-regulation, state regulation and liability assignment.  
  - At the organizational level, we need policies to govern the management of hardware and software (including purchase, configuration, updates, audits, decommissioning), and guidelines regarding the management of information.  
  - In addition, we often lack understanding about the socio-cultural context of the malware. Why is it doing what it is doing? The threat posed by Anonymous (the loose group of netizens and hackers that attacked companies that interfered with WikiLeaks) is very different from that of criminal organisations herding massive botnets, and that of state-sponsored cyber...
### CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>espionage and warfare. Studying the origin of attacks and the nature of the victims, as well as the language and socio-cultural references in malware help linguists and sociologists to profile the attackers.</td>
</tr>
<tr>
<td></td>
<td><strong>Forensics</strong> &lt;br&gt; o Forensics, and, more generically, Computer Security Incident Response (CSIR), is an important part of cyber security. Live forensics (forensics on a system that cannot be switched out, as in critical systems) and the attribution question (linking the criminal activity to the criminals behind it) are examples of issues that urgently require additional research. &lt;br&gt; o Forensic evidence has been used in a number of high profile cases and is becoming widely accepted as reliable within US and European court systems. However, this may be hampered by a lack of official standards for digital forensic evidence, especially with multiple parties providing digital forensic evidence.</td>
</tr>
<tr>
<td></td>
<td><strong>Data and policy management</strong> &lt;br&gt; o In this area, we need computer science research to develop data management techniques, but also organisational procedures, to ensure correct handling of sensitive data, and research to make sure that technical policies match with the user's mental models and understanding.</td>
</tr>
<tr>
<td></td>
<td><strong>Cybercrime and the underground economy</strong> &lt;br&gt; o There is organised cyber crime, such as skimming, botnets, provision of child pornography and advance fee fraud, and unorganised (common) cyber crime, such as simple frauds, downloading child pornography, uttering threats, etc. In both cases we need to understand the (explaining) factors that lie behind the crimes, the modus operandi and the criminal careers of cyber criminals, and, in the case of organized crime, how their organisations work. &lt;br&gt; o We need to know more about patterns in cybercrime, who the victims are and how victimisation can be explained. &lt;br&gt; o Since money (and as a result of that goods and information with a monetary value) is a key factor in many crimes, it is important to better understand the underground economy, its size, its characteristics and how it is intertwined with the legal economic system. &lt;br&gt; o Also we need to know more about the effectiveness of measures against cybercrime and the cooperation between (private and governmental; national and international) parties against cybercrime. What works and why? Do law enforcement agencies use their special powers for crime fighting in a digital world and, if so, with what result? &lt;br&gt; o The aim of research into the cybercrime area, is to design crime prevention strategies and measures to effectively disturb/block criminal activities.</td>
</tr>
</tbody>
</table>
|                   | **Risk management, economics and regulation** <br> o One of the problems with risk management is that concrete data is often lacking, and more research could provide a more solid basis. <br> o A much more fundamental problem is that risk assessment is typically done by an individual party, one of the many parties that collectively provide a complex value chain. For an individual party in such complex value chain there may not be any economics incentives to fix a problem. <br> o Perverse incentives may be a more important cause of security problems rather than the lack of a suitable technical protection mechanisms. A better understanding of the economics of security - and the economic (dis)incentives that occur -
### CYBERSECURITY STRATEGIC RESEARCH AGENDA

**Project reference**

- Secure design, tooling and engineering
  - Security engineering is a relatively new field and still lacks the methods and tools to design, build and cost-effectively test secure systems.
  - ICT systems in use today are typically not designed and built with security in mind. As a result, security is often dealt with retrospectively, only after security problems arise. Security problems then have to be solved by an add-on in the design, when bad initial design decisions can no longer be reversed.
  - When it comes to the software, fixing the problems requires costly bug fixes to patch implementations. Ideally, systems should be designed with security and privacy in mind from the start - ensuring Security by Design or Privacy by Design. They should then be implemented and tested using good engineering principles and analysis techniques to avoid security problems or detect them at an early stage. While considerable progress has been made in some niche areas, such as security protocol analysis, sound engineering methods for security are still a long way off, especially when it comes to providing secure software.
  - Besides software engineering, the field of economics plays an important role in this area. The cost of a secure design may be initially higher and requires a trade-off between risks and expenses. In addition, the cost over time for a secure design is likely to be quite different from that of less secure systems.

<table>
<thead>
<tr>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>is needed for more structural solutions of security problems. Understanding economic drivers - and where these fail - is also crucial to determine where regulation is needed, and more generally what the government's role should be in cyber security. Different regulatory frameworks may apply in the various application domains, and at different levels: national, EU, and international.</td>
</tr>
</tbody>
</table>

**Communications Security Establishment Canada (CSEC), Cyber Security Research and Experimental Development Program**

Cyber security research challenges reside within a particularly complex area, being at the intersection of behavioural sciences, formal sciences and the natural sciences – it requires interdisciplinary research to materially impact our cyber security challenges. The CSEC recognizes the need for applying a general methodology to facilitate a unified response to the cyber security challenge overall. Cyber security is viewed as a “Manichean science,” or a science in the presence of adversaries. Such a science requires knowledge of operations research, cybernetics and game theory. Further areas of importance include trust, cryptography, model checking, obfuscation, machine learning and composition.

- Improve Signature Management and Signature Quality
  - A signature is a distillation (usually a hash encoding) of a malicious pattern. Signatures are widely used, for example, to tersely identify cyber threats and, most widely, for the identification of viruses. The challenges identified here aim to improve the quality, effectiveness and timeliness of signature-based techniques;
    - Machine learning techniques
    - Better correlation of host and network generated events
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Visualization to build an analyst workbench or frameworks to support anomaly detection at the application, host and network layers</td>
</tr>
<tr>
<td></td>
<td>Improve fidelity or build a capability to express more stateful event-driven network-based signatures identifying injection attacks at scale on high-speed links</td>
</tr>
<tr>
<td></td>
<td>The ability to refine and/or generate signatures (network or host) with low false positive rates using predetermined data sources</td>
</tr>
<tr>
<td></td>
<td>Increase effort on anomaly detection and support discovery</td>
</tr>
<tr>
<td></td>
<td>Malicious activity detection based on application and network protocol analysis</td>
</tr>
<tr>
<td></td>
<td>Big Data- machine learning, statistical analysis, and so on (enhanced by visualization techniques) Large scale predictive vulnerability analysis</td>
</tr>
<tr>
<td></td>
<td>Visualization</td>
</tr>
<tr>
<td></td>
<td>Network and host activity baselining and predictive analysis</td>
</tr>
<tr>
<td></td>
<td>Cognitive Radio&amp; Game Theory</td>
</tr>
<tr>
<td></td>
<td>Internal protocol analysis to develop anomaly or behaviour based malicious activity detection at the host and network layers</td>
</tr>
<tr>
<td></td>
<td>Streaming and event driven analytics to reduce time to action</td>
</tr>
<tr>
<td></td>
<td>Streaming analytics refers to the inline analysis of data (e.g., I.P. packets, stock trades, currency trading, health monitoring) so as to rapidly and intelligently respond to evolving situations, potentially in near real time. (There is a spectrum of algorithms, ranging from near real-time algorithms supporting almost instant response to adversarial situations; through to algorithms that take a longer-term, almost forensics-like, perspective. Identifying this algorithmic taxonomy is a research challenge in its own right.)</td>
</tr>
<tr>
<td></td>
<td>Big data- streaming analytics within the cyber defence context and aiming for NRT responses</td>
</tr>
<tr>
<td></td>
<td>Dynamic defence at the network edge and beyond</td>
</tr>
<tr>
<td></td>
<td>A network edge is the location where the processing and enforcement of organizational policies commences. This hard problem focuses on developing dynamic defence techniques that can rapidly interdict network attacks, using both network and host-based capabilities;</td>
</tr>
<tr>
<td></td>
<td>Multi-modal sensor (at the host and network layers) operations – approaches to augment passive observation coupled with in-line interdiction</td>
</tr>
<tr>
<td></td>
<td>Investigate human immune system and biological systems metaphor (nature inspired); game theoretic strategic planning to predict outcomes of dynamic defence actions</td>
</tr>
<tr>
<td></td>
<td>Cloud (Virtualization)</td>
</tr>
</tbody>
</table>
**Project reference** | **Key research activities identified**
---|---
- Cloud computing is the delivery of computing resources over a network. Cloud computing brings challenges pertaining to scale, security and privacy. Challenges arise from the evaluation, architecture and design of such systems. Furthermore, there are specific concerns about contagion of malware infections across virtual instances and into the underlying base image. Virtualization is a key technology underpinning Cloud computing
  - Scalable, incremental, composable analysis tools and techniques enabling assurance and traceability amongst system artefacts throughout the evaluation lifecycle
  - Cost-effective high assurance evaluations
  - Models and techniques for ‘on the fly’ evidence creation
  - Crypt (COTS)
  - Enterprise Security Architecture
  - Cross Domain Solutions
  - Improved operating systems and networking
  - Develop building blocks for composing trustworthy cloud systems
  - Isolation of legacy systems through virtualisation
- Commercial off the shelf products
  - COTS products are those products that are commercially available, leased, licensed or sold and do not require specific maintenance/modification. COTS products tend to vary in quality, yet also evolve quicker and more usefully in response to broader market forces. The challenges once again pertain to evaluation, architecture and design of such systems as there is a need to scale evaluation capability and the potential to architect systems to mitigate threats arising from specific products. The supply chain is of particular concern with COTS products;
    - Scalable, incremental, composable testing and analysis tools and techniques enabling assurance and traceability amongst system artefacts throughout the evaluation lifecycle
    - Cost-effective high assurance evaluations
    - Crypt (COTS)
    - Cross Domain Solutions
    - Provide exemplars of scalable trustworthy cloud systems
    - Develop building blocks for composing trustworthy cloud systems
    - Isolation of legacy systems through virtualisation
- Enterprise-level Metrics [E16]
  - Such metrics allow us to answer questions that are fundamental to investment and deployment decisions. They allow us to answer such questions as “how secure is my organization?” and “how has my security posture improved through the last set of updates?” To properly manage our systems, scientifically-based metrics and measures are required. Any
underpinning “science of cyber security” will require a family of justified measures and metrics. Currently, there are no universally agreed upon methodologies to address the fundamental questions of how to quantify system security;

- **Science of Security, measurable security**
  - **Mobility** (including wireless):
    - Mobile devices are tending toward ubiquity and there is a strong desire to use capabilities available at home within the workplace. Mobility raises unique questions from a TRA perspective and adds potential attack vectors due to the use of wireless and other over-the-air communication mechanisms. Challenges pertaining to evaluation, architecture and design once again arise though within a different context; and
    -  Scalable, incremental, composable analysis tools and techniques enabling assurance and traceability amongst system artefacts throughout the evaluation lifecycle.
    -  Cost effective high assurance evaluations
    -  Crypt (COST)
    -  Improved operating systems and networking
    -  Provide exemplars of scalable trustworthy mobile systems
    -  Develop building blocks for composing trustworthy mobile systems

- **Science of Cyber Security**
  - Here, science is viewed as knowledge that results in correct predictions or reliable outcomes. Successful progress on this capability gap will provide significant science-based foundations for our cyber security techniques.
    -  Hyper-properties as semantic foundation;
    -  Develop new visualizations for risk assessments;
    -  Determine whether a language can be developed for expressing core principles (such as trust reallocation);
    -  Develop a modelling language for the expression of security aspects of an enterprise architecture
    -  Mathematical sound techniques for composition;
    -  Role of biological metaphors in cyber security (nature inspired);
    -  Fault tolerance, resilience and other safety-critical techniques;
    -  Game theory and partially observable Markov decision processes;
    -  Lifting low level metrics to a quantitative assessment of the enterprise;
    -  Create methods to perform sensitivity analyses to uncertain input values;
    -  Create methods to validate metric prediction;
    -  Create overall security argument relating business and technical security metrics;
    -  Game theory and partially observable Markov decision processes;
    -  Benchmarking
    -  Process by which tools are inserted into a data-driven quantitative analysis with instant feedback;
    -  Models and techniques for “on-the-fly” evidence creation;
    -  Composability

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>underpinning “science of cyber security” will require a family of justified measures and metrics. Currently, there are no universally agreed upon methodologies to address the fundamental questions of how to quantify system security;</td>
</tr>
<tr>
<td></td>
<td>- <strong>Science of Security, measurable security</strong></td>
</tr>
<tr>
<td></td>
<td>- <strong>Mobility</strong> (including wireless):</td>
</tr>
<tr>
<td></td>
<td>- Mobile devices are tending toward ubiquity and there is a strong desire to use capabilities available at home within the workplace. Mobility raises unique questions from a TRA perspective and adds potential attack vectors due to the use of wireless and other over-the-air communication mechanisms. Challenges pertaining to evaluation, architecture and design once again arise though within a different context; and</td>
</tr>
<tr>
<td></td>
<td>- Scalable, incremental, composable analysis tools and techniques enabling assurance and traceability amongst system artefacts throughout the evaluation lifecycle.</td>
</tr>
<tr>
<td></td>
<td>- Cost effective high assurance evaluations</td>
</tr>
<tr>
<td></td>
<td>- Crypt (COST)</td>
</tr>
<tr>
<td></td>
<td>- Improved operating systems and networking</td>
</tr>
<tr>
<td></td>
<td>- Provide exemplars of scalable trustworthy mobile systems</td>
</tr>
<tr>
<td></td>
<td>- Develop building blocks for composing trustworthy mobile systems</td>
</tr>
<tr>
<td></td>
<td>- <strong>Science of Cyber Security</strong></td>
</tr>
<tr>
<td></td>
<td>- Here, science is viewed as knowledge that results in correct predictions or reliable outcomes. Successful progress on this capability gap will provide significant science-based foundations for our cyber security techniques.</td>
</tr>
<tr>
<td></td>
<td>- Hyper-properties as semantic foundation;</td>
</tr>
<tr>
<td></td>
<td>- Develop new visualizations for risk assessments;</td>
</tr>
<tr>
<td></td>
<td>- Determine whether a language can be developed for expressing core principles (such as trust reallocation);</td>
</tr>
<tr>
<td></td>
<td>- Develop a modelling language for the expression of security aspects of an enterprise architecture</td>
</tr>
<tr>
<td></td>
<td>- Mathematical sound techniques for composition;</td>
</tr>
<tr>
<td></td>
<td>- Role of biological metaphors in cyber security (nature inspired);</td>
</tr>
<tr>
<td></td>
<td>- Fault tolerance, resilience and other safety-critical techniques;</td>
</tr>
<tr>
<td></td>
<td>- Game theory and partially observable Markov decision processes;</td>
</tr>
<tr>
<td></td>
<td>- Lifting low level metrics to a quantitative assessment of the enterprise;</td>
</tr>
<tr>
<td></td>
<td>- Create methods to perform sensitivity analyses to uncertain input values;</td>
</tr>
<tr>
<td></td>
<td>- Create methods to validate metric prediction;</td>
</tr>
<tr>
<td></td>
<td>- Create overall security argument relating business and technical security metrics;</td>
</tr>
<tr>
<td></td>
<td>- Game theory and partially observable Markov decision processes;</td>
</tr>
<tr>
<td></td>
<td>- Benchmarking</td>
</tr>
<tr>
<td></td>
<td>- Process by which tools are inserted into a data-driven quantitative analysis with instant feedback;</td>
</tr>
<tr>
<td></td>
<td>- Models and techniques for “on-the-fly” evidence creation;</td>
</tr>
<tr>
<td></td>
<td>- Composability</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| USA Cyber Security Research and Development | • Designed-in Security  
The Designed-in Security (DIS) theme focuses on designing and producing software systems that are resistant to attacks by dramatically reducing the number of exploitable flaws. Using assurance-focused engineering practices, languages, and tools, software developers will be able to develop a system while simultaneously generating the assurance artefacts necessary to attest to the level of confidence in the system’s capabilities to withstand attack.  
  o The design of models and techniques to support on-the-fly evidence creation during a systems engineering process  
  o Mathematically sound techniques to support combination of models and composition of results from separate components  
  o Analysis techniques (based on model checking, abstract interpretation, semantics-based testing, and/or verification) to enable traceable linking among diverse models and code  
  o Language design, processing, and tooling techniques that are oriented to achieving high assurance for systems with high levels of capability, modularity, and flexibility  
  o Team and supply chain practices to facilitate composition of assurance in the supply chain  
  o Tooling to support information management, configuration management, and developer/team interaction to support rapid and automatic management of the chains of evidence linking software code, models, analysis results, etc.  
  o Psychology and human factors for how to build software specification, implementation, verification, analysis, and testing tools that are easy to use and provide positive feedback to users  
  o Economics to improve motivation for use of tools through measurement of improved reliability and security  
• Tailored, trustworthy spaces.  
Tailored Trustworthy Spaces (TTS) provide flexible, adaptive, distributed trust environments that can support functional and policy requirements arising from a wide spectrum of activities in the face of an evolving range of threats.  
  o Trust negotiation tools and data trust models to support negotiation of policy  
  o Type-safe languages and application verification, and tools for establishment of identity or authentication as specified by the policy  
  o Data protection tools, access control management, and monitoring and compliance verification mechanisms to allow for informed trust of the entire transaction path  
  o Resource and cost analysis tools  
  o Hardware mechanisms that support secure boot load and continuous monitoring of critical software  
  o Least-privilege separation kernels to ensure separation and platform trust in untrustworthy environments  
  o Application and operating systems elements that can provide strong assurance that the program semantics cannot be altered during execution  
  o Support for application-aware anonymity to allow for anonymous web access, and platform security mechanisms and trust-in-platform |
Moving targets
Moving Target (MT) strategies aim to substantially increase the cost of attacks by deploying and operating networks and systems in a manner that makes them less deterministic, less homogeneous, and less static
  - Develop abstractions and methods that will enable scientific reasoning regarding MT mechanisms and their effectiveness
  - Characterize the vulnerability space and understand the effect of system randomization on the ability to exploit those vulnerabilities
  - Understand the effect of randomization of individual components on the behaviour of complex systems, with respect to both their resiliency and their ability to evade threats
  - Develop a control mechanism that can abstract the complexity of MT systems and enable sound, resilient system management
  - Enable the adaptation of MT mechanisms as the understanding of system behaviour matures and our threat evolves

Cyber Economic Incentives
Secure practices must be incentivized if cybersecurity is to become ubiquitous. Sound economic incentives need to be based on sound metrics, processes that enable assured development, sensible and enforceable notions of liability, and mature cost risk analysis methods
  - Explore models of cybersecurity investment and markets
  - Develop data models, ontologies, and automatic means of sanitizing data or making data anonymous
  - Define meaningful cybersecurity metrics and actuarial tables
  - Improve the economic viability of assured software development methods; provide methods to support personal data ownership
  - Provide knowledge in support of laws, regulations, and international agreements

A Research Agenda for Security Engineering

- Composite security
  - The holy grail of security engineering is to be able to answer the composition problem. The composition problem is a common lament in the information-security domain; “We simply have no theoretical basis for judging the security of a system as a whole” (MCHUGH2002).
  - However, the composition problem cannot be solved without measurement, and measurement cannot be performed without a generally accepted threat model
- Development of mandatory security requirements
## CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>o A science based threat model and security measurement framework would allow the security community to influence the development of security standards that are based on sound engineering principles.</td>
</tr>
<tr>
<td></td>
<td>o In order to begin embedding security controls in security standards (especially if they are very expensive), it is necessary to thoroughly understand those controls from an engineering-science perspective.</td>
</tr>
<tr>
<td></td>
<td>o Security-engineering curriculum</td>
</tr>
<tr>
<td></td>
<td>o The fact that many curricula being proposed for security engineering in a college or university setting are simply computer engineering or computer science degrees that have been sprinkled with topics in security, assurance and, unfortunately risk assessment or risk management.</td>
</tr>
<tr>
<td></td>
<td>o As far as we [Goyette et al.] know, there is no curriculum that seeks to build (or build upon) a set of mathematical (or at least more formal) models that allow the composite security of an information system to be determined in a repeatable, meaningful manner.</td>
</tr>
<tr>
<td></td>
<td>• Vulnerability Assessment Procedures</td>
</tr>
<tr>
<td></td>
<td>o Usability is a major challenge to cybersecurity systems and directly effects vulnerability. The research requirement is to assess user interface design concept sin terms of their usability, and to develop a set of design guidelines that ensure usability</td>
</tr>
<tr>
<td></td>
<td>o For authentication techniques, usability should address issues beyond ease of use including human error potential and user workload. Any proposed technique to replace or supplement the use of passwords, such as tokens, cards, or biometrics, will need to be assessed in terms of user interface usability.</td>
</tr>
<tr>
<td></td>
<td>• User-Automation Interaction</td>
</tr>
<tr>
<td></td>
<td>o Much of the surveillance and monitoring to support cybersecurity, detect attempted intrusion or identify outright attacks has been automated, due in large part to the large amounts of data to be monitored and the short timeframe available for detection. The optimal roles of the user in such surveillance systems need to be established, and the information and user interfaces needed to support these roles must be defined through empirical research.</td>
</tr>
<tr>
<td></td>
<td>o The interactions between human users and automation must be clearly defined to avoid ‘automation surprises’ and situations where the user lacks needed oversight of what the automation is doing.</td>
</tr>
<tr>
<td></td>
<td>• Procedures and user interfaces</td>
</tr>
<tr>
<td></td>
<td>o Research is needed on user procedures and interfaces to support initiating, monitoring, supervising, conduction, managing and verifying cybersecurity activities and incidents. Procedures must be intuitive, consistent and compatible with the cognitive and computer literacy skills of the user.</td>
</tr>
<tr>
<td></td>
<td>o Research concerns include providing feedback to verify correct performance and control of cognitive workload of the user</td>
</tr>
<tr>
<td></td>
<td>• Situation awareness and decision support</td>
</tr>
<tr>
<td></td>
<td>o Information must be displayed to the user on what is happening in the cybersecurity space and what can be expected in the near future. Decision aides will be needed to select a decision and implement it in a way that will reduce the potential for human error or at least to convey to the user that an error has occurred and how it can be corrected.</td>
</tr>
<tr>
<td></td>
<td>o Decision aiding software and adaptive algorithms are needed to reliably respond to variations in the user’s operational state.</td>
</tr>
</tbody>
</table>

Human Performance in Cybersecurity: A Research Agenda
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
</table>
| Alarms and alerts | - Alarms and alerts will be needed to bring to the user’s attention events that require cognizance if no action. Features of alarms and alerts need to be empirically investigated to enhance attention-getting potential and the clarity with which they identify problems, without adding to the potential for error.  
- A high priority here is the development of unified alert fusion models which prioritize alerts, identify associations and assess the state of system security. |
| Help utilities    | - Research is needed on online help to provide procedural aids, recovery from errors, and advice without requiring the user to exit the application and with minimal waste of time and training. |

Digital Forensics: Defining a Research Agenda

- Evidence modelling  
  - The development of models of evidence that would be associated with particular types of crime in order to simplify the investigation process of investigators. These models could be used to guide the investigator in the data collection phase by identifying relevant or potentially relevant data as well as the proper techniques associate with collecting the data.  
- Network forensics  
  - Deeper understanding of how network data from non-end-point, such as switches and routers, can be collected, analysed and presented as evidence. Develop new methods to allow an investigator to determine how devices (which can range from printers, to cell phones or VoIP phones) interacted with the network during a time period of interest  
  - Development of intrusion detection systems, which could include artificial intelligence so that the data being collected is based on the ‘alert level’ triggered by the activity being observed.  
- Data volume  
  - Areas identified by the group in which parallelization research could provide benefits included traffic generation, the imaging and carving processes, and the development of user history timelines, including those based on multiple data sources.  
- Live acquisition  
  - Development of methods which are capable of performing analysis on non-quiescent systems.  
  - Research topics identified by the working group included RAM analysis, methods for interrupting the executing for live acquisition and methods for performing live analysis on systems without interrupting the execution sequence.  
- Media types  
  - Methods to investigate several devices, such as phones, digital media players, and game consoles. Forensic tool often cannot handle new or less commonly encountered devices, leaving an investigator to either develop custom tools, or lose the opportunity to examine the device.  
- Control systems
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<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>o The collection of evidence in the absence of persistent memory, hardware-based capture devices for control systems network audit trails, honeypots for control systems as part of the investigatory process, radio frequency forensics, and intrusion detection systems for control systems.</td>
</tr>
<tr>
<td></td>
<td>o In addition to research related to digital forensics, the participants discussed the necessity for a development agenda for process control systems that includes security during all phases.</td>
</tr>
</tbody>
</table>

### Cyber-Physical Systems - Concept, Challenges and Research Areas

- **Abstraction and architectures**
  - Innovative approaches to abstractions (formalisms) and architectures to enable control, communication and computing integration for the rapid design and implementation of CPSs have to be developed. They should allow the integration and interoperability of heterogeneous systems that composed the CPSs in a modular, efficient and robust manner.

- **Distribute Computations and Networked Control**
  - Development of new frameworks, algorithms, methods, and tools related to time- and event-driven computing, software, variable time delays, failures, reconfiguration, and distributed decision support systems to satisfy the high reliability and security requirements for heterogeneous cooperating components that interact through a physical environment.

- **Verification and validation**
  - Hardware and software components as well as the systems they form, have to overcome their actual stage and to achieved a high degree of dependability, re-configurability, and when is required to be certified.
  - The development of new models, algorithms, methods, and tools to verify and validate software components and also entire system from early design stage represent the research directions addressed to the scientific community.
    - The realignment of the abstraction layers in design flows - the abstractions must include physical concepts such as time and energy. These changes related to the layers of abstraction will allow the synthesis of computations with physical properties and physical system dynamics that are robust against implementation uncertainties;
    - The development of the semantic foundations for composing heterogeneous models and modelling languages that describe different physics and their associate logics;
    - The development of a new understanding of compositionality in heterogeneous systems that allows the creation of large, networked systems that satisfy essential physical properties and deliver the required functionality in a reliable way;
    - The development of a technology for achieving the predictability in partially compositional properties;
    - The development of a model based, precise, and predictable technology foundation for system integration;
    - The development of a new infrastructure for agile design automation of Cyber Physical Systems (CPSs);
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<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
</table>
|                  | • The development of *new open architectures* for CPSs that will allow the building of the national-scale and global-scale capabilities;  
|                  | • The development of *architectures and tools for reliable CPSs* from unreliable components and *resilient CPSs* that will tolerate malicious attacks from either the cyber or physical domains. |

### Trust in Digital Life

- **General research questions:**
  - What are the most important factors that influence trust and which can be used to model and evaluate trust?
  - What are the expectations of European citizens regarding trust in digital life?
  - What are the dominant application areas within digital life that shape their perception of trust?
  - What are expressive indicators of trustworthiness

- **Architectural framework**
  - What future architectures are needed to establish and maintain end-to-end trust?
  - What are the best architectures for complex authentication/identification systems?
  - New research is needed on issues, such as how minimal disclosure of sensitive data can be enforced, how the impact of a rogue administrator can be minimized and how trust can be handled over multiple parties and notification and revocation are handled.

- **Data life cycle management**
  - How can we ensure trusted data life cycle management in information systems ensuring that the risks of data creation, access control, sharing, usage, storage, archiving, back-up, and termination of data are all manageable by all parties involved?
  - How do we model and determine data authenticity, reliability and provenance?
  - How do we ensure data confidentiality, and data minimization?
  - How do we know that the data is used for legitimate purposes?
  - How are operations on encrypted data made possible?
  - How do we provide transparency and methods for the consumer to objectively measure the risks of putting his data in the cloud?
  - How can data be securely deleted and how to guarantee the right to be forgotten?

- **Platform and service integrity**
  - How to compose platforms and services of multiple people/sources, e.g. adaptive heterogeneous complex service composition, and enhance trustworthiness?

- **Trusted stack**
  - How do we make the trustworthiness of an end-user device transparent to the user?
### Key research activities identified

**How do we model the health of devices and components?**
- How to increase the assurance on the ‘health state’ of endpoints, and how can unhealthy and hacked devices be instantly spotted?
- What ‘stethoscope’ can we apply to these devices?

**Social and economic impact**
- What are the driving factors of security and privacy perception of consumers and businesses?
- How to strengthen the acceptance of trustworthy technology and the Internet?
- What is the business value of trust?
- How does a trustworthy Internet impact overall employment and the ICT services market in the EU?
- What are the incentives and barriers for deployment of trust models?

**General**
- A Privacy Leap-Ahead Initiative (modelled after the 2009 OSTP/NITRD Cyber Leap Year Initiative) could bring together computer and information scientists with social, behavioural and economic scientists and with public and private stakeholders to identify a multi-agency robust research and development agenda.

**Privacy and security**
- Federally-funded and other coordinated multi-agency R&D would benefit privacy research in areas where personally-identifiable information requires protection against threats that exceed the capabilities of commercially available privacy solutions.
- How to correctly identify patients across healthcare settings while maintaining the privacy rights of patients, data integrity, accuracy and security of patient health information.
- Developing standards that will allow patients and providers to perform data segmentation.
- Development of privacy solutions that help to manage monitoring, tracking, information sharing, and data analysis.
- Device fingerprinting: in addition to network metadata, communication devices are subject to fingerprinting and tracking by adversaries—understanding both fingerprinting techniques and countermeasures is therefore important.
- Development of practical applications of membership-concealing networks: developing practical techniques to permit communication over shared or public networks that conceal the participation in a private and secure subnet.

**End-users**
- Educating individuals about privacy and how to effectively communicate privacy notice information to individuals in a manner that they can readily understand.
- Managing patient consent rights with respect to the electronic exchange of their health information.

**Metrics in cybersecurity**
- There is a need for the establishment of real world standards that are measurable, attainable, repeatable, and time-dependent (George Jelen, in “SSE-CMM security metrics”). Moreover, such metrics must be meaningful; there is no value in defining metrics on password use, or strength, when it has been established that passwords offer only a minimal level of...
protection. An important consideration is to identify which metrics are leading/lagging indicators of the system security posture and to consider the effects of this asynchronous nature into the security assessment.

**Authentication, authorization and access control**

Authentication and authorization

- Each authentication system has to resolve crucial research challenges in order to be accepted in a realistic deployment. Generically, we evaluate each new authentication technique along the following axis:
  - **Security**: the authentication system should provide strong security guarantees. For example, a 4-digit PIN is a weak authentication solution. First, the attacker can guess the pin by performing multiple access trials. Second, the attacker can see, and therefore steal, the PIN while it is entered. Third, the user may lose the PIN and thus the assets that are protected by the particular PIN.
  - **Privacy**: the authentication system should not leak information associated with the user’s activity to third-party services. For example, if a user utilizes a service for authenticating her to other services, then this service should be considered trusted enough for not taking advantage of the data collected associated with successful authentication to other services.
  - **Usability**: the authentication system should be usable enough. Strong authentication systems can be implemented, which are based on multiple factors, ideally spread out to all basic authentications techniques. For example, an authentication system may require something you have, something you know, and something you are (biometric) in order to authenticate successfully a user. However, the more authentication steps, the harder for users to comply with, and therefore to accept the system.

- More specific research challenges include:
  - Secure, scalable, and reliable device to device and device to user authentication
  - Privacy-preserving authentication
  - Novel key distribution schemes, e.g. Quantum Key Distribution
  - Increasing the usability aspects of authentication schemes
  - Architectures and services for embedding authentication schemes into applications
  - Secure use of location information in authentication

**Access control**

- **Anonymous credentials**: Existing policy languages, supporting traditional credentials (e.g., X.509 certificates), are too rigid since the release of a credential implies the release of its complete representation. Recent works have focused on anonymous credentials (e.g., U-Prove and Idemix) that allow users to make statements about attribute values, without revealing any additional information. For instance, anonymous credentials permit to selectively release a subset of the properties in a credential or the proof that they satisfy some conditions without revealing any information about their values.
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<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>New generation policy languages should support anonymous credentials by permitting the use of digital certificates and anonymous proofs in policy definition.</td>
</tr>
<tr>
<td></td>
<td><strong>Semantics- and context-based policies</strong>: Two interesting research directions that can be pursued for enriching the expressive power of access control models, policies, and languages consist in: 1) leveraging Semantic Web solutions to fully integrate policies with ontologies, thus supporting generic assertions on users, resources, and credentials within access control policies; 2) using the contextual information related to the technological and cultural environment where an access request takes place.</td>
</tr>
<tr>
<td></td>
<td><strong>Smooth integration with Web-based technologies</strong>: Existing solutions typically provide attribute-based access control policies based on logic. Such approaches, while appealing for their expressiveness, result difficult to apply in open scenarios, where simplicity, ease of use, and efficiency are crucial requirements. In this context, eXtensible Access Control Markup Language (XACML) represents a de-facto standard for policy specification in open systems. An interesting research direction and a practical pressing need is to extend XACML policies to integrate credential support, context representation, and exception management.</td>
</tr>
<tr>
<td></td>
<td><strong>User privacy preferences</strong>: The release of private personal information by users is often regulated through approaches symmetric to the ones used by servers for the disclosure of resources to unknown users. These solutions however do not completely fit the possible protection requirements of the users, since users may want to decide which information to disclose based on its sensitivity. An interesting research challenge is then the definition of an expressive and flexible approach for regulating the release of user personal data depending on, for example, the history of past interactions with the server, and the context and purpose of the interaction.</td>
</tr>
<tr>
<td></td>
<td><strong>Storage at external servers and policy confidentiality</strong>: Huge amount of user-generated data are more and more often collected, processed, and shared by external servers that may not be authorized to know the data they managed and may not be simply delegated the enforcement of the access control policy (which also might itself be confidential or leak information on the underlying data). These scenarios require novel access control techniques allowing selective access to data while maintaining sensitive information not intelligible to the storing servers themselves (e.g., data can be encrypted). Attention must also be devoted to the development of techniques for the protection of the access control policies, which may potentially reveal sensitive information.</td>
</tr>
<tr>
<td></td>
<td><strong>Multi-ownership management</strong>: User-generated data may refer to more than one user and privacy policies may come from multiple parties (e.g., privacy regulations, user’s preferences). It is therefore important to develop flexible while expressive solutions for combining policies and resolving possible conflicting situations.</td>
</tr>
<tr>
<td></td>
<td><strong>System integrity – antivirus – antispyware</strong>: The above issues and limitations are directly translated to research challenges towards improving the effectiveness and usability of existing antivirus and endpoint protection software. Besides more accurate detection of previously unknown threats, robustness to evasion attempts, and false positives reduction, other challenges include reducing the footprint and performance impact of the monitoring components, providing effective protection for resource-constrained devices such as...</td>
</tr>
</tbody>
</table>
## Project reference

<table>
<thead>
<tr>
<th>Key research activities identified</th>
</tr>
</thead>
</table>

mobile phones and tablets, and providing better detection and prevention coverage by correlating and analysing a broader set of features from the system and network level.

### Cryptology

- For application such as the Internet of Things, implantable medical devices and sensor nodes that harvest energy from the environment there is a need for **ultra-lightweight cryptology**. There has been quite some research in the past decade on algorithms with reduced gate count, but large improvements are needed; moreover, the attention is shifting towards low energy or low latency designs. The target is to improve existing designs with one order of magnitude. There is also a need to understand at a foundational level why solving the equations for symmetric cryptosystems is hard. Algorithms for symmetric encryption and data authentication have been mostly developed and deployed separately; one can expect substantial gains if both operations are combined. The expected improvements discussed in this paragraph will require that the algorithms are fine-tuned for a specific implementation environment and threat model.

- Even if Moore’s law will hold for the next 10-15 years, the progress in bandwidth and storage capacity grows faster than the computing power; this means that there is a need for **ultra-high-speed cryptographic algorithms** that are fully parallelizable and that are energy efficient. This challenge is related to the challenge in the previous paragraph, but the optimization target is very different and hence completely different designs will emerge.

- All widely used public key algorithms are based on problems from algebraic number theory (factoring and discrete logarithm). Some researchers claim that by 2025 a large quantum computer can be built; this would mean that all the deployed public key algorithms would be insecure; moreover, increasing the key length does not help. There is a need for public key algorithms based on other mathematical problems that could not be solved efficiently on a quantum computer. There have been some promising results in the area of lattices, code-based crypto and digital signatures based on hash functions, but none of the existing proposals has been fully validated; in particular the performance and/or key lengths are not yet competitive with existing algorithms. Finding such systems is essential in order to ensure that we have usable public key algorithms in the next decade and to ensure **long term security**.

- Security reductions in cryptology get ever more complex; moreover, these reductions can be very intricate and subtle. There is a need for tool development to verify and create such security reductions.

- There is a growing number of cryptographic primitives that allow for complex properties such as functional encryption, in which the decryptor can only compute a function of the plaintext; which function is determined by the secret key owned by the decryptor. Functional encryption generalizes identity based encryption (where the public key of a user is her identity) and attribute-based encryption (in which only users with specific certified attributes can decrypt). There is a need for the development of efficient functional decryption schemes that allow to deal with complex functions.

- It has been discovered in the mid-1990s that even if cryptographic algorithms are mathematically secure, many attacks can be conceived that exploit side channels, that is, physical properties of the implementation such as execution time, power consumption, electromagnetic radiation and sound; a second category of attacks exploits the injection of faults. While there exist both theoretical results on how to resist these attacks (leakage resilience) and a large number of practical tools, there
### Advanced cryptographic protocols

- The widely deployed authenticated key agreement protocols are much more complex than what is reflected in the current models and analysis tools: there is algorithm agility (in which the cryptographic algorithms can be modified during the protocol), efficient session resumption, fragmentation, ... Several attacks have demonstrated that these requirements are not well understood and the current solutions are ad hoc. What is needed is a re-design from scratch in which all the practical requirements are evaluated and formalized and a protocol is constructed that achieves these properties in a provable way. For the distribution of public keys and the management of identifies, there is a need for more robust architectures that cannot be circumvented by a small subset of players and that offer a better privacy protection.

- For multiparty computation and fully homomorphic encryption, there is a need for much more efficient building blocks, perhaps with relaxed security or functional requirements: as an example, in search on encrypted data or privacy-friendly targeted advertising, it may well be acceptable that a limited amount of information leaks if that can improve the performance by several orders of magnitude. Similarly, by reducing the functionality of “fully homomorphic encryption” to “somewhat fully homomorphic encryption” (e.g. an arbitrary number of additions but a limited number of multiplications), the performance can also be improved. On the other hand, there is a need to explore for which applications these powerful tools can be applied and how these tools can be specialized and optimized for these applications. There is already very promising work for smart metering (insurance pricing, road pricing, electricity or gas meters), but there are plenty of opportunities to expand on this work for search in encrypted data, data mining, targeted advertising, auctions, reputation systems, social networks, etc. One of the more challenging problems is electronic voting, because it has both very strict privacy requirements and very strict integrity requirements (ideally the election results should be verifiable by any voter).

### Audit and monitoring

**Intrusion Detection**

- **The Changing Face of the Security Paradigm:** Intrusion Detection Systems are based on the “perimeter security” paradigm. That is, each organization has a clearly defined perimeter: everything outside it is not trusted and everything inside it is trusted. The IDS monitors this perimeter to make sure that it detects any breaches. Unfortunately, this security model is rapidly changing. The externalization of IT resources to outside providers and new approaches to hardware, such as BYOD (bring
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<tr>
<th>Project reference</th>
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</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>your own device), make the notion of the perimeter obsolete. IDSes need to adapt in order to be able to work in an environment where there is no perimeter or where the perimeter is assumed to have already been breached.</td>
</tr>
<tr>
<td></td>
<td><strong>Complexity in modelling attack patterns</strong>: rules have evolved from memoryless simple string matching to stateful automata (such as regular expressions). Yet, this is sometimes insufficient to capture the attack mechanism and describe it in a generic manner that will detect all the possible ways of carrying out the attack exploiting a specific vulnerability. Also, the increase in the complexity of protocols makes modelling their normal behaviour increasingly difficult.</td>
</tr>
<tr>
<td></td>
<td><strong>Speed</strong>: over the past few years network speeds have been rapidly increasing. At the same time, IDSes need to invest more computing cycles per packet either checking against more elaborate rules, or trying to detect sophisticated anomalous behaviours. These effects combined put significant stress to the computing resources needed.</td>
</tr>
<tr>
<td></td>
<td><strong>Whole System Image</strong>: Although traditional IDSes monitor only network events (such as incoming network packets), their efficiency and accuracy can be significantly increased when they monitor the whole system image and correlate events happening at several different points, such as correlating network packets with system calls and buffer overflows. Collecting and correlating such data can be challenging, but it may be the only way forward.</td>
</tr>
<tr>
<td></td>
<td><strong>Intrusion Tolerant</strong></td>
</tr>
<tr>
<td></td>
<td>- In order to address the above-mentioned challenges, we need to investigate and develop paradigms and techniques that complement (and not replace) classical techniques based on intrusion prevention and detection, in order to endow systems with the capacity of <strong>defeating extreme adversary power</strong> (severe and continued threats) and <strong>sustaining perpetual and unattended operation</strong> (in a systematic and automatic way). Recent research on powerful and innovative automatic security and dependability techniques can be inspiring about the avenues to pursue, like intrusion tolerance or Byzantine fault tolerance, resilience, secret sharing and secure multi-party computation, homomorphic encryption, erasure coding and dispersal, self-healing and diversity mechanisms.</td>
</tr>
<tr>
<td></td>
<td>- Research themes that fall into these challenges and have a virtuous alignment with core application fields of H2020, are for example: Resilience of Cyber-Physical System infrastructures and control; Internet and Cloud infrastructures resilience; Security and dependability of embedded components; Data privacy and integrity in highly sensitive sectors.</td>
</tr>
<tr>
<td></td>
<td><strong>Information and Event Management</strong></td>
</tr>
<tr>
<td></td>
<td>- <strong>Applicability to multiple domains and layers</strong>: The main challenge faced by SIEM systems is to extend to multiple layers (physical, business, application, and service-level), domains, and contextual information that impact the security risks affecting the monitored system.</td>
</tr>
<tr>
<td></td>
<td>- <strong>Privacy</strong>: The challenge is in establishing the steps to sufficiently anonymize different data formats (sensitive data from other data), and when to apply these steps if the different phases of processing –from pre-correlation at the sensors, to the collection and parsing and to the generation of alarms- are carried out in different logical domains (accountability issues).</td>
</tr>
<tr>
<td></td>
<td>- <strong>Selection and enforcement of countermeasures</strong>: developing advanced decision-support services and simulation tools (such as attack graphs) that provide feedback to operators with respect to the feasibility and impact of suggested...</td>
</tr>
<tr>
<td>Project reference</td>
<td>Key research activities identified</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td>countermeasures in changing conditions, as well as enforcement infrastructures that link security policies to business processes and implemented controls.</td>
</tr>
<tr>
<td></td>
<td><strong>Security visualization and reporting</strong>: techniques and tools are needed for the abstraction, modelling and visualization of attacks, malefactors, and of the security of events, processes, infrastructures and networks of the monitored system, which update their status based on alarms generated by the Complex Event Processing engine and can also trigger their own alarms.</td>
</tr>
<tr>
<td></td>
<td><strong>Predictive security monitoring</strong>: utilize a proactive approach to security to enable early detection of modern, complex multi-layer attacks that can predict them before they materialize</td>
</tr>
<tr>
<td></td>
<td><strong>Protection and trustworthiness</strong>: needs for guarantees with respect to security assurance, availability, resilience and trustworthiness of the core SIEM server and event processing nodes.</td>
</tr>
<tr>
<td></td>
<td><strong>Alert quality</strong>: The challenge is in how to recognize real threats while minimizing false positives/negatives by use of advanced correlation techniques that leverage increased expressiveness of the correlation rules.</td>
</tr>
<tr>
<td></td>
<td><strong>Timeliness, elasticity, and scalability</strong> of the processing: Parallelization of the processing load into multiple distributed nodes that adapt their configurations to crashes and failures in a non-disruptive fashion (automatic provisioning and decommissioning of nodes) is needed to account for the ever increasing need for scalability in the number of events that can be processed per time unit, as well as for the storage and capacity of past events and increased memory leading to an extension of the time window within which distant events can be correlated.</td>
</tr>
<tr>
<td></td>
<td><strong>Usability</strong>: SIEM systems are expensive to deploy and complex to operate and manage. There is the risk that new SIEMs may become excessively complex and costly as they introduce new innovations to cope with the above challenges. This indicates that usability should be a high priority in the development of new SIEMs.</td>
</tr>
<tr>
<td>Computer forensic tools</td>
<td>The debate about investigation practices versus privacy; particularly the development of tools that can support investigations in a privacy-legislation-compliant manner.</td>
</tr>
<tr>
<td></td>
<td>The mere volume of the evidence that could potentially be examined; contemporary cybercrime scenes may involve multiple computers, mobile devices, large network traffic records etc. and so the growth of relevant evidence, and thus the time to process (and space to store), could be exponential.</td>
</tr>
<tr>
<td></td>
<td><strong>International co-operation and co-ordination</strong> of investigations of crimes affecting multiple jurisdictions; due to the nature of the Internet, cases may include illicit activities committed to more than one jurisdiction and so investigators may need to combine evidence for which different authorities in different nations may have the responsibility to acquire and handle. Co-ordinating such task is by no means a trivial task.</td>
</tr>
<tr>
<td>Policy Enforcement</td>
<td></td>
</tr>
</tbody>
</table>
## CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Self-Adaptability</strong>: Current policy enforcement solutions can provide centralized monitoring control based on a set of predefined policies of an organization. The need of defining the policies for such applications is vital for their effectiveness. Any changes on the monitored environments imply changes in the predefined policies in order the applications to work properly. An open issue is how we can design policy enforcement applications that can adapt to changes introduced by the monitored environment.</td>
</tr>
<tr>
<td></td>
<td><strong>Universality</strong>: Another challenge of policy enforcement applications is the universality they offer in terms of platforms they support. Most of the tools do not work on all operating systems, and most of the time, the installation and configuration across different platforms can be a tedious and painful process.</td>
</tr>
</tbody>
</table>

### Network Management

- The design of future management tools, protocols and techniques must not only facilitate interoperable network management automation but also provide incentives for vendors and consumers to adopt and deploy them. Unification and homogenization of transports and corresponding data models must not interfere with flexibility and vendor-specific extendibility. Unique identification of endpoints is a mandatory prerequisite for effective network management. Technologies and processes that can provide unique, reliable and trustworthy endpoint identification in every scenario require further development, especially regarding interoperability. Legacy technologies or endpoints with an unusual long life-cycle that can be found, for example, in industrial control systems (ICS), must be taken into account by the design of next generation network management processes and tools. Availability of services provided by endpoints that effectively support and maintain businesses processes is essential. Unfortunately, formal availability or network reachability analysis in large networks is increasingly difficult. Simulation of subsets of a network and its endpoints to automate tests and evaluation procedures can offer a promising alternative. Typically, the categorization and assessment of unknown endpoints in an administrative domain remains a challenge. Dedicated tools that are able to support the profiling of endpoints via their observable traffic in automated network management processes can benefit from domains such as machine learning or anomaly detection.

### Software security and secure software development

**Software Design for the Future Internet**

**Challenges include:**

- Automatization of secure and privacy-aware service engineering
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<tr>
<td><strong>Key research activities identified</strong></td>
<td></td>
</tr>
<tr>
<td>• Increased security for services and service composition</td>
<td></td>
</tr>
<tr>
<td>• Compliance with regulations and standards</td>
<td></td>
</tr>
<tr>
<td>• Increased interoperability</td>
<td></td>
</tr>
<tr>
<td>• Enhancement of users’ experiences and awareness</td>
<td></td>
</tr>
<tr>
<td>• Implementation of privacy and Privacy-by-Design</td>
<td></td>
</tr>
<tr>
<td>• Context-awareness and self-reconfiguration</td>
<td></td>
</tr>
</tbody>
</table>

### Risk

- **Risk aggregation.** In order to accommodate to a modular software development process, as well as effectively handling the heterogeneous and compositional nature of service systems of today, there is a need to focus on a modular approach to the analysis of security risk and cost. Such an approach should also have the capacity to involve the perspective and requirements of several competing stakeholders such as service vendors, service providers and service consumers. When services are compositional, so are risks, and should therefore be understood, modelled, and analysed as such. This requires methods for aggregating the global risk level through risk composition. Another challenge is about providing support for human actors that act in one organisation (al unit) so as to prevent them from making mistakes due to interoperability with another organisation (al unit).

- **Evolution.** The setting of dynamic and evolving services and software systems implies that also the security risks and the set of adequate mitigations and security mechanisms are dynamic and evolving. Thus, in order to maintain a valid and up to date risk picture, there is a need to continuously reassess security risks and identify cost-efficient means for risk mitigation. Such reassessment should not imply that systems need to be analysed from scratch every time a change, such as a service substitution, occurs. Novel methods and techniques are needed to systematically handle change, which could include techniques for modular risk assessment and run-time risk assessment.

- **Legal aspects and business rules.** Many legal aspects are strongly related to information security, including privacy, data protection and contracts on service level agreements. While systems become increasingly cross-organisational and cross-national, the legal requirements become more complex to understand, including which jurisdictions that may be relevant. Hence, legal risk assessment should be an integrated part of security risk assessment, so as to systematically assess the potential legal implications of security breaches. Business rules also need to be complied with which include rules and policies of organisation (al units) as well as internal and external contracts (which may not have legal implications but nevertheless non-compliance may harm the business).

- **Cost.** Industry and service providers need to ensure properties such as security, compliance, privacy, trust and identity protection while making business. Without techniques to assess security cost and to ensure return on investment (RoI) in security, such properties may fail the competition with other business priorities. Novel techniques are needed that not only ensure RoI in security, but also clearly demonstrate it at a business level.
**Key research activities identified**

- **Requirements engineering.** Where industry knows what it needs from a system yet it cannot express the specifications thereof. In software engineering better understanding is needed of what such risks spawn from the inability of people to write down the knowledge that they have and how to mitigate them.

- **Risk ownership.** First, there is risk ownership (the term ‘risk owner’ is defined in ISO 31k as ‘person or entity with the accountability and authority to manage a risk’). A common problem in risk management is that risks often have no owner in the ISO sense, of if they do, they have insufficient authority (e.g. lacking the means) to manage this risk.

**Assurance**

- **Expressiveness.** We need more expressive modelling languages and attacker models in order to represent faithfully the manifold aspects of future internet services (e.g., for modelling authorization and usage control policies, privacy properties, compromising intruders, and trust models).

- **Distribution.** In order to obtain a better coverage and stronger guarantees, testing and runtime verification techniques have to consider the entire distributed system instead of the prevalent approach of separately testing and monitoring individual components or services of distributed applications (e.g., client side/server side).

- **Linking abstraction levels / SDLC phases.** The integration between different phases of the SDLC needs to be improved. In particular, the different abstraction levels need to be related in a semantically sound and practically useful way.

- **Modularization.** is a natural way to decompose complex systems into simpler parts. Unfortunately, security is not compositional, that is, new vulnerabilities may arise from the composition of modules or services, even if each of these is secure individually. Further study is needed to identify sufficient conditions for secure module and service composition.

**Secure Coding & Secure Programming Languages**

- The first roadblock is the definition of **formal classes of security failures**, and their characterization in terms of statically or dynamically detectable behaviours.

- The second roadblock is the matter of **programming language coverage**: as of March 2014, the five most popular programming languages are Java, C, C#, C++, and Objective-C. Web-based languages such as PHP and JavaScript are also part of the top 10
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  Tackling these first two items require extensive knowledge of both programming language intricacies and of security threat models.

- The third roadblock is the design of **exhaustive** analyses. That is, given a class of security properties and a target language, the design and implementation of source code analysis algorithms that catch all possible violations of these properties, for all
values in the input domains, on all programs in this language. This third property is often referred to as the soundness of an analysis, and is required when a proof of absence of a class of errors is requested.

- The fourth roadblock is the performance of the analyses, in terms of execution time and of number of false alarms.
- The fifth roadblock is the application of source code analysis techniques to industry-specific systems.

### Hardware and platform security

#### Trusted computing, secure execution

- **Dynamic Trust Analysis.** The initial approaches to trust focus on relatively static or intrinsic trust parameters that could be updated from time to time, in conjunction with other events, such as rebooting of a platform or a first connection with the base after powering up or installation. As the infrastructure requirements changed, so did trust requirements associated with it. As a result, in many areas, such as Trusted Computing, dynamic trust analysis became a necessary feature.

- **Transactional Trust Analysis and New Controls.** Users and designers of systems are confronted with limited ways to determine whether a system performed the function it was expected to perform and in a way it was expected to perform it. In many cases, there is no reliable way to make such a determination.

- **Infrastructure for Transactional Trust.** Except for simplest transactions, the data necessary to form a complete picture of a transaction are not available, as only certain parameters are audited and logged. Support for auditing and analysis of low level execution events is practically non-existent. And privacy technologies that could permit to conduct such monitoring without impacting privacy of individual users and devices are in their infancies.

- **Prognostic Trust Analysis.** Developing hardware and software architectures that could provide pre-execution assurance as well as technologies that could support near-real time analysis of relevant data is an important new direction that will inform numerous areas of developments, such as cyber-physical systems.

### Network and mobile security

#### Network security

- **The changing model of secure periphery.** Firewalls are based on the notion of the “periphery”. Every computer inside the periphery is considered to be trusted and every computer outside the periphery is potentially not trusted (unless whitelisted). Unfortunately, this model is rapidly changing. As employees spend an increasing percentage of time working “on the go”, the boundaries that define the periphery have started to blur. Firewalls need to work in a distributed environment where they assume that there is no periphery or that the periphery has already been breached.

- **The role of encryption.** Over the past years we have been witnessing an increasing percentage of our communication to be encrypted. We expect that the trend will continue and eventually we will reach a point where only a tiny percentage, if any at all, of our communications will be left unencrypted. In this world, firewall-related functionality should be moved to a place where data has been already decrypted, most probably at the application level.
### Key research activities identified

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Mobile security</th>
</tr>
</thead>
<tbody>
<tr>
<td>The active nature of the attacks. Most firewalls are based on “pattern matching”. That is, if they see a pattern in the header or payload of an incoming packet, they match a rule. Unfortunately, attacks have become very sophisticated and can easily “evoke” such simple pattern-based matching approaches. In the next years firewalls have to become more “active” inspecting not only the appearance of the incoming packets, but also the behaviour they invoke once they reach their destination application.</td>
<td></td>
</tr>
<tr>
<td>Personal data management. The huge plethora of sensors that collect information of several types and the need to protect such personal information are two main aspects to be faced. On the one hand we need to protect the user from delivering unwanted personal information, on the other one we need to balance with the need of applications that need to know information for working properly as in participatory sensing applications for emergency management, where integrity of data should be enforced.</td>
<td></td>
</tr>
<tr>
<td>Bring Your Own Device (BYOD) is a main trend in organizations, several solutions have been depicted, still this is a very relevant research challenge, mixing several of the topics previously mentioned.</td>
<td></td>
</tr>
<tr>
<td>Managing the lack of diversity. Currently there is one billion of devices with just one operative system. Vulnerabilities in this OS could affect a wide variety of devices. We need to consider diversity and lack of diversity in the future scenarios.</td>
<td></td>
</tr>
<tr>
<td>Repackaging of applications. Several mobile applications available in one market are taken, slightly modified (often with the insertion of malware) and then repackaged and made available in the same market or in others. This is a main vector of infection for end-users as well as of economic damage to application vendors.</td>
<td></td>
</tr>
</tbody>
</table>

| Security of supporting infrastructures |
| Propose secure alternative to these protocols that are both operationally and economically feasible. One of the main drawbacks of existing solutions is that they require costly changes in hardware as well as additional manpower to manage them. |
| Expose protocol behaviour to users. Users and operators have very little visibility on the underlying behaviour of these protocols, which are extremely complex and exchange thousands of messages. Current work focuses on after-the-fact analysis of traces. Yet, it takes many months before failures and attacks are detected and made public, except in cases where their impact is immediately perceptible through loss of service. There is a need for faster and more accurate tools to detect attacks against all these protocols. |

| Cybersecurity threat technologies/ Offensive technologies |
| Polymorphic/Metamorphic Attacks – the changing face of the attack. Attackers usually masquerade their malicious code to look like a legitimate program. They even change the appearance of their attack so that no two instances of the same |
• **Undetected Threats.** There exist attacks that cannot be detected by most, if not all, antivirus systems out there. This implies that some systems are compromised and continue to operate without their owners realize that they are compromised. Such systems may include not only clients, but also servers out there. These threats want to stay below the radar as much as possible and thus limit any obviously suspicious activities, such as sending of SPAM email, and, instead, concentrate on capturing information available to or accessible by the compromised system. Operating in a compromised world and containing the damage that a persistent threat can do is a challenging problem that we have only started to address.

• **Advanced Persistent Threats.** By using the increasingly large amount of software exposed to external attacks, and the large amount of flaws it contains, attackers are now launching attacks that attempt to be both stealthy, and continuously ongoing. They exploit flaws that range from subtle protocol misbehaviours, to intricate software implementation vulnerabilities, to complex systemic interactions, and more. Developing these attacks requires both high-level capabilities and strong intents, which only large entities can dispose of.

**Information Sharing technologies**

• **Storage volume:** The ever growing volumes of data stored on the Internet or included in specific products, such as vulnerability repositories, signatures used by anti-virus products, etc., make it difficult to access and eventually share the desired information.

• **Different sources:** The large number of different sources can lead to inconsistencies of the collected and about to be shared information due to the existence of erroneous data.

• **Confidentiality:** There are concerns regarding the confidentiality of exchanged data. Effective means by which redistribution can be satisfactorily controlled must be addressed.

• **Speed:** Cyber attacks execute and succeed in computer time, so we need information sharing mechanisms that operate within the same order of magnitude. Contrary to this, current approaches for information sharing heavily depend on the human factor. We need to design new frameworks that minimise the human intervention during the information sharing processes. To achieve this, we need to explore other relevant dimensions of the information sharing problem that have been less researched so far, notably those related to deciding on what to share, with whom, when, as well as reasoning about and adapting to the repercussions (risk) of sharing. To meet this in an automated manner we need contributions from different areas, such as graph analysis and trust/reputation. Decision-making support tools for specific scenarios where human intervention is required is also a potential field of research.

• **Flexibility:** The intrinsic flawed and highly vulnerable nature of technology leads us to conclude that absolute trust cannot be achieved in cyber space. We should not rely, in absolute terms, on any information independently of who is the source. This demolishes the requirement that current approaches claim in mandating full trust in the peers that are part of an information sharing community. This situation is aggravated by the fact that we cannot foresee who will have the knowledge needed to prevent or respond to certain incident. Consequently, static, rigid procedure-based information sharing communities will for
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>sure perform ineffectively. We need new approaches where information sharing communities can be dynamically adapted (dynamic composition) based on context, trust, and need-to-share requirements.</td>
<td></td>
</tr>
</tbody>
</table>

**Big data**

- **Speed and scalability:** Creating efficient logging, monitoring and auditing mechanisms and implementations is a major challenge due to the huge volume of the data and the large number of events and operations that take place. Applying encryption at scale and speed is also a major challenge.

- **Privacy preservation:** The advanced correlation and intelligence capabilities of Big Data analytics techniques creates a challenge for privacy preservation. It is indispensable that Big Data analytics strikes a balance between privacy preservation and the usefulness of its tools and applications. Encryption is an essential tool in this domain. Additional measures to add transparency and accountability are key, such as efficient logging, auditing tools, authorization, authentication and access control. These would collectively provide privacy safeguards around big data technologies.

- **Data ownership:** In addition to the directly provided data, a lot of the derived data about users is not visible to the users themselves. While there is the potential for very helpful services created out of these data, the potential for exploits is also there. Many threats to users and systems might emerge out of the malicious use of these data such as social engineering attacks, targeted attacks, financial fraud and identity theft. Creating mechanisms to identify data ownership, tag data accordingly and to exert control over that data are important challenges.

- **Proactive security:** In the domain of big data analytics for security intelligence, big data capabilities are envisioned to add predictive and proactive capabilities to existing security tools and systems. With the inclusion of correct data sources and types and the application of adequate correlation functions the threat environment and the attack surface can be analysed in real time and appropriate countermeasures could be applied to prevent attacks, rather than responding to them. This would be a major change and breakthrough from the current information security practice where attackers seem to be one step ahead of the defenders. The underlying challenge in this respect is to be able to create a data set that includes the correct inputs, then to correlate these inputs in the right context using the correct analytical tools.

**Data Protection**

- **Data protection techniques:** A first problem that has to be considered when storing data on an external server is to guarantee confidentiality, integrity, and availability to the stored data themselves, even to the provider’s eyes. Data protection techniques should be able to satisfy generic privacy constraints corresponding to different privacy needs. Such constraints, for example, can state that the values assumed by some attributes (e.g., phone numbers or email addresses) are considered sensitive and therefore cannot be stored in the clear or that the association between values of given attributes (e.g., patients’ names with illnesses) is sensitive and therefore should not be released. The proposed solutions should also be robust against possible inferences that can be drawn exploiting data dependencies. Ensuring integrity and availability of data in storage requires providing users and data owners with techniques that allow them to verify that data
<table>
<thead>
<tr>
<th><strong>Project reference</strong></th>
<th><strong>Key research activities identified</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>have not been improperly modified or tampered with, and that their management at the provider side complies with possible availability constraints specified by the data owner.</td>
<td>• <strong>Fine-grained data access</strong>: Since the storing and processing servers should not have access to the plaintext data, data cannot be decrypted for query execution. Also, evaluation of conditions over encrypted data provides very basic and either inefficient or leaking information. Metadata information (indexes) can be provided for supporting query functionalities. Indexes should be clearly related to the data behind them (to support precise and effective query execution) and, at the same time, should not leak information on such data to observers, including the storing server. Also, there may exist the need of combining indexes with other protection techniques (e.g., fragmentation or access control restrictions) and such combinations should not introduce privacy breaches. The design of inference-free indexes that can be combined with other protection techniques without causing privacy violations are all aspects that still require further investigations.</td>
</tr>
<tr>
<td></td>
<td>• <strong>Data computations integrity</strong>: As we move further into the information age, we face many challenges regarding the integrity of computations possibly involving different (and untrusted) data sources. The integrity of computations is a critical issue since the data obtained as a result of a computation are often used to take accurate decisions that may have a serious impact on the human life. This problem is clearly not new and many solutions have been proposed (e.g., there are solutions based on specific data structures or signature methods). Some of these solutions however rely on the presence of trusted components for the verification of the computed results or do not provide a support for complex operations such as many-to-many joins on different (possibly distributed) datasets. An interesting research direction is therefore the design of efficient and effective solutions able to verify the correctness of the results computed through complex operations, also using modern architectures such as MapReduce.</td>
</tr>
<tr>
<td></td>
<td>• <strong>Distributed query processing under protection requirements</strong>: The correct definition and management of protection requirements is a crucial point for an effective collaboration and integration of large-scale distributed systems. This problem calls for a solution that must be expressive to capture the different data protection needs of the cooperating parties, as well as simple and consistent with current mechanisms for the management of distributed computations, to be seamlessly integrated in current systems.</td>
</tr>
<tr>
<td></td>
<td>• <strong>Query privacy</strong>: In several scenarios neither the data nor the requesting user have particular privacy requirements but what is to be preserved is the privacy of the query itself. Consider, for example, scenarios allowing users to query external medical databases. The fact that a user queries the data in search for treatments for a given illness discloses the fact that the user is interested in the specific illness (and therefore the user, or a person close to her, might be suffering from it). It is therefore important to design techniques that enable users to query data while not revealing information about the specific query (i.e., the data the users are looking for) to the server holding the data. Note that effective protection of query confidentiality requires not only protecting confidentiality of individual queries, but also protecting confidentiality of access patterns.</td>
</tr>
</tbody>
</table>

*Internet of things*
### Key research activities identified

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Privacy and trust in IoT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large-scale infrastructure.</strong></td>
<td>The creation of an IoT infrastructure is not trivial, as it is necessary to manage the identification, discovering, monitoring and collaboration of a myriad of heterogeneous objects located in multiple contexts.</td>
</tr>
<tr>
<td><strong>Interoperability.</strong></td>
<td>It is also essential to assure the interoperability between all IoT technologies, using various strategies such as compatible protocols, intelligent gateways, etc. Without proper interoperability, the IoT will never evolve beyond the 'Intranets of Things' ('islands') phase. Not only standards are missing but also there is no clear picture on how to ensure interoperability on a large scale.</td>
</tr>
<tr>
<td><strong>Data management.</strong></td>
<td>As most objects are expected to produce and consume data and services, it is essential to assure semantic interoperability between all heterogeneous systems. Note that we assume that all data and processes are not completely reliable (e.g. due to faulty devices, rogue systems), thus it is necessary to develop efficient collaborative technologies to manage this uncertainty.</td>
</tr>
<tr>
<td><strong>Processes and Analytics.</strong></td>
<td>The research community must develop event-driven architectures that can help business processes to collect, verify, and manage numerous events from multiple, world-wide sources. Moreover, as the processes themselves can be highly distributed, tools are necessary to compose, verify, and adapt these distributed processes.</td>
</tr>
<tr>
<td><strong>Self-adaptive systems.</strong></td>
<td>Cognitive technologies and contextual intelligence are crucial within the context of the IoT. Such systems will allow IoT elements to be aware of their physical and digital environment. This awareness can also enable the development of a self-learning, self-repairing, and self-organizing autonomic network. Nevertheless, the network must be transparent about its actions.</td>
</tr>
<tr>
<td><strong>Eco-friendly systems.</strong></td>
<td>Some IoT applications assume that the devices will be discarded once their task is completed. Thus, it is necessary to develop eco-friendly technologies: from energy harvesting systems (solar, thermal, vibration...) to biodegradable materials.</td>
</tr>
<tr>
<td><strong>Privacy.</strong></td>
<td>One of the major challenges in IoT applications is data privacy. Other issues include lack of pseudonymity because of static IPv6; or remote control of private items by the vendor; how can trust between &quot;things&quot; be established?; Does semantic interoperability in Data management create new privacy issues? (linkability); issues of Privacy-by-Design.</td>
</tr>
<tr>
<td><strong>Security and Safety of Devices.</strong></td>
<td>When devices, like medical implants or vehicles are connected to the Internet, they are vulnerable to cybersecurity threats. 2014 has started with a report by Proofpoint on spamming network of consumer devices that even included a refrigerator. Firmware and Internet protocols used by existing devices are vulnerable, yet the devices can be critical for the end-user safety (like a medical implant or a door lock). The challenge for the IoT domain is to identify and deploy suitable protection against cyber threats.</td>
</tr>
</tbody>
</table>

---


# CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>• <strong>Security and Safety of IoT Deployments.</strong> Not only individual devices need to be secured, but also systems composed by these devices. For these systems there is a need to ensure confidentiality, integrity, availability, resiliency, and also non-repudiation, authentication, and authorization. Heterogeneity and diversity of devices and communication protocols make ensuring security of IoT systems a very difficult task. However, taking into account that IoT deployments are used in critical infrastructures, addressing cybersecurity threats becomes a major issue.</td>
<td></td>
</tr>
</tbody>
</table>

## IoT Models

- **Heterogeneity.** This feature affects the development of almost all security mechanisms, as all systems should be able to interoperate with each other in order to realize the vision of the IoT. This is not a trivial task. For example, constrained devices might not be able to implement all security services, and different communication networks can also have different capabilities (e.g. packet size, throughput).

- **Distribution.** As the notion of ‘perimeter’ becomes fuzzy, various security mechanisms (from access control to intrusion detection systems) must be designed to take this openness into account. Moreover, there is the need of developing mechanisms that enable the secure collaboration between multiple entities located in different contexts – without completely relying on centralized systems.

- **Large scale.** The scale of the IoT mainly affects the authentication mechanisms, as entities that probably do not know each other in advance will have to identify themselves. Besides, as there will be a myriad of objects (and owners!), it will be necessary to clearly define who owns the ‘things’, and how they can be managed. It influences other mechanisms as well, such as trust and fault tolerance, where it is necessary to securely and efficiently create a mental model of the status of the network.

- **Dynamicty.** All security mechanisms must be prepared to cope with a dynamic environment where peers can appear and disappear anytime – or delegate their functionality to other peers.

## Current Approaches/Projects

- **Optimization.** As aforementioned, certain IoT models simplify the design and implementation of various security mechanisms. Therefore, it is necessary to analyse not only how every mechanism can be adapted and optimized for every model, but also what are the benefits and drawbacks of such optimizations. We also need to analyse how certain mechanisms can benefit from a hybrid approach.

- **Specific weaknesses.** When developing security mechanisms for the IoT models, we also need to consider their weaknesses. For example, in the centralized IoT model, the central entity becomes a single point of failure; and although the number of attack vectors is usually smaller, a single vulnerability or misconfiguration can damage the whole network. As for the distributed IoT model, the impact caused by a successful attack will be smaller, but the number of attack vectors will surely increase. Note that, in all approaches, the data providers (the things) can be highly constrained and physically accessible devices – easy targets.
• **IoT Models and Heterogeneity.** The Internet of Things will surely remain heterogeneous, with multiple companies and infrastructures providing their services using their own standards. This heterogeneity will also affect the development of the security mechanisms for the IoT models: not only we might develop security mechanisms tailored for the different IoT models, but also we need to ensure that those mechanisms are compatible with each other.

**Cloud**

• **Technology accessibility:** Most public cloud services rely on proprietary implementations. Their data structures, middleware technologies and security mechanisms are guarded as trade secrets. As a result, efforts to make them more secure remain within the domain of the associated companies. However, these companies might not always feel compelled to make their systems more transparent and accessible to users and researchers. This provides a major challenge for cloud security research as well as interoperability, not mature yet, and compliance efforts. Incentives need to be created for these companies to move to more open structures and operation models as well as the promotion of open source alternatives. Scalability (for security, compliance, data retrieval and indexing) is also needed.

• **Increased target vector:** As many services and data are concentrated in cloud service provider data centres, these become very attractive targets for attackers. While experienced security personnel run these systems, it is still a challenge where so many valuable assets and services are concentrated. Denial of Service attacks and disaster recovery become even more significant under these circumstances.

• **Insider threats:** As almost total control of data and applications and infrastructure is transferred to cloud service providers, insider threats within these providers become a major concern.

• **Cloud Model Selection:** Most companies and individuals might prefer to move to a public cloud to minimize their costs and might prefer SaaS as the least technologically demanding solution. However, a proper risk assessment needs to be carried out on the assets and targets of each company, and a proper model needs to be selected based on the threats and risks identified. A hybrid or community cloud might be less risky for some organizations. As long as organizations do not make this assessment in cloud service and model selection they place themselves and their dependents under major risks. Proper risk assessment tools need to be provided for this purpose.

• **Trust erosion:** The biggest challenge for the current clouds, however, is concerning to methods to establish presumptive trust on an evidence base, and to nurture the initially established trust relationship into one of trustworthiness in order to facilitate social and economic transactions. In dynamic systems and applications, such as in cloud computing, the sole expression of access rights is not enough. Policies for dynamic systems usually allow data providers to express which attributes may or may not be collected, but we need to allow data providers to specify provisions and obligations.

• **Privacy:** Privacy challenges in future cloud computing are related to the need to protect data on premise and in-transit and ensure access to it by authorized parties only, including transaction histories for potential privacy-enhancing user tools as well as for compliance and forensic purposes.

• **Software and hardware architecture used by cloud providers:** Current cloud computing relies on virtualization technologies to isolate client data and applications, which carry new technical controls with implications on privacy and...
security. Providers also rely on client-side, perimeter, and web browser security. It is important to understand all the technologies used by cloud providers for their services. This translates into an expanded attack surface and, consequently, new risks and threats. Just recently new vulnerabilities have been found in virtualization solutions, which gives an idea of the challenges with respect to the underlying architecture used in cloud offerings.

- **Authorization and Authentication**: data protection, federated identity management issues

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAPITAL Project Research and Innovation Agenda</td>
<td>security. Providers also rely on client-side, perimeter, and web browser security. It is important to understand all the technologies used by cloud providers for their services. This translates into an expanded attack surface and, consequently, new risks and threats. Just recently new vulnerabilities have been found in virtualization solutions, which gives an idea of the challenges with respect to the underlying architecture used in cloud offerings.</td>
</tr>
<tr>
<td>• Eliminating Sensitive Data:</td>
<td></td>
</tr>
<tr>
<td>Permanent erasing digital trails (126)</td>
<td>The right to be forgotten (also known as the “digital eraser”) is a concept recently adopted by the European Court of Justice. It grants every person concerned the right to request the removal of all past information on it. From a technology perspective, it has to be assured, that the respective digital trails are permanently erased.</td>
</tr>
<tr>
<td>Secure deletion (1)</td>
<td>The basic idea behind secure delete is to protect data by employing encryption, where the encryption key is maintained as long as the expiry of data is not reached. Once the data expires, the encryption key is destroyed. As a result, the encrypted data becomes valueless because no one can decrypt it anymore. The actual implementation of this approach depends on the software layer.</td>
</tr>
<tr>
<td>• Harmonization and Standards</td>
<td></td>
</tr>
<tr>
<td>Technology-agnostic legal frameworks (13)</td>
<td>Information and communication technology is evolving at incredible speed. Legal frameworks of the pre-IT era do not apply well to new developments. Lawmakers trying to keep up pass domain specific or technology specific legislation. The muddle of regulations is hard to apply and is still not fit for future advancements. Hence, new and well written technology-agnostic legal frameworks are of urgent need.</td>
</tr>
<tr>
<td>Global cyber security and privacy metrics (11)</td>
<td>The main question behind the definition of Global cyber security and privacy metrics is « How reconciling two apparently antagonist concepts »? While cyber security monitoring requires large amount of detailed events on system and user behaviour to identify malicious activities, privacy intends to conceal sensitive personal data from third parties able to process these information and against data mining. Privacy preserving solution may even destroy the original content (non-reversible anonymization schemes) limiting thus forensics investigation capabilities. A global metric, combining both Security and</td>
</tr>
</tbody>
</table>
### Key research activities identified

<table>
<thead>
<tr>
<th>Project reference</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Improved technologies and open implementations of standardized communication protocols (3)</strong></td>
<td>Communicating systems use well-defined formats (protocol) for exchanging messages. Each message has an exact meaning intended to elicit a response from a range of possible responses pre-determined for that particular situation. Thus, a protocol must define the syntax, semantics, and synchronization of communication; the specified behaviour is typically independent of how it is to be implemented. Communication protocols have to be agreed upon by the parties involved. To reach agreement, a protocol may be developed into a technical standard.</td>
</tr>
<tr>
<td><strong>Mechanisms for monitoring and certification of security and privacy properties in service composition (123)</strong></td>
<td>Based on the service-oriented design paradigm, service composition allows the recombination of different ways to process and store personal identifiable information. To enable a global consistent binding to security and privacy policies, these policies are exchanged between services. To increase the credibility of privacy commitments, policy enforcement has to be certified and monitored.</td>
</tr>
<tr>
<td><strong>Interoperability of security policies (10)</strong></td>
<td>Interoperability is a key concern for any service provider whose customer has expressed Security requirements, and is even exacerbated when it comes to service federation. Security policies interoperability is the keystone allowing automated assessment of security policies compliance. This feature offers to a service provider a useful qualitative metric he could lean on.</td>
</tr>
</tbody>
</table>
| **Security & Privacy Understanding and Education** | Cultural concept can help different segments of the organization to concern about the information security within the organization. "Exploring the Relationship between Organizational Culture and Information Security Culture" provides the following definition of information security culture: "ISC is the totality of patterns of behaviour in an organization that contribute to the protection of information of all kinds."

Information security culture needs to be improved continuously. In "Information Security Culture from Analysis to Change", authors commented, "It's a never ending process, a cycle of evaluation and change or maintenance." To manage the
information security culture, five steps should be taken: Pre-evaluation, strategic planning, operative planning, implementation, and post-evaluation.

- **Pre-Evaluation**: to identify the awareness of information security within employees and to analysis current security policy.
- **Strategic Planning**: to come up a better awareness-program, we need to set clear targets. Clustering people is helpful to achieve it.
- **Operative Planning**: we can set a good security culture based on internal communication, management-buy-in, and security awareness and training program.
- **Implementation**: four stages should be used to implement the information security culture. They are commitment of the management, communication with organizational members, courses for all organizational members, and commitment of the employees.

**Educational approach to understand security, privacy, and trust (5)**

Security, privacy and trust educational material must cover a continuum: from awareness to self-evaluation. Thanks to a wide variety of tools, such as academic courses, MOOC, online challenge, security guidelines, best practices or development e-sandboxes.

Incentives to take on security, privacy and trust courses usually consist in listing the benefits of personal data protection or increased trustworthiness in e-applications. This subjective metric often lacks of measurable return-on-investment and tends to be replaced by showing instead the negative perspectives of being unaware of security, trust and privacy protection. Educatve videos of identity theft, or social media information abuse, have impact on a wider public able to identify with the common mistake at the origin of the cyber-attack.

In a professional environment, skilled security, privacy and trust staff is a must have for software and service providers companies. Taking these three concepts into consideration at an early stage of the product implementation will significantly decrease maintenance costs, while simultaneously increase confidence of customers.

To be efficient educational material must offer a way to let students regularly evaluate their progress and should even be adaptive. Gamification is a trend with proven benefits when it comes to user training (serious games) or programming languages learning platforms.

**Increasing the skills and awareness of cyber risk among SMEs (6)**
### Project reference | Key research activities identified
---|---
For a specific domain of activity SMEs face the same cyber threats than large industrial companies, but with less skills and resources.

Usable security solutions dedicated to SMEs must be turnkey products and services, requiring no expertise in cyber security. On the contrary, these all-inclusive tools would benefit from being pre-configured according to a set of domain-specifics templates.

But, in order to avoid a false impression of safety, these tools must be accompanied by training offerings and educational material targeting their business concerns.

SMEs would benefit from:
- Domain-specific threat reports
- Consulting services to perform lightweight security audit, in order to identify their assets, their vulnerabilities and the controls they can deploy to monitor their exploitation.
- Being accompanied and prepared when a cyber-crisis situation occurs: cyber insurance contract and Cyber Crisis response services.
- The existence of European-scale approved tools and solutions

- **Risk Management**
  
  **Risk aggregation to effectively handling heterogeneous and modular software services (9)**

  In order to deliver one service to a customer, a service provider may be using a composition of service suppliers, whose security requirements and constraints are varied.

  Thus, according to his/her customer preferences (or contractual commitments), a trusted service provider must be able to select the most suitable services suppliers by computing a global risk metrics, resulting from a cross-organization aggregation of risk.

  To fulfil his/her duty, this fundamental stakeholder is in charge of the automatic composition of service with security policies and their assessment (configuration checks or suppliers audit).

  **Impact of legal and business aspects for cross-national and cross-organizational risk management (12)**
What legal and economic advantages and constraints bring a management of the risk among different states and/or organizations?

To avoid conflicts at the borders, a harmonized legislation is required to efficiently manage first responders or law enforcement agencies. Cross-national and cross organization risk management will allow setting up strategic answers to a cyber-crisis situation. Crisis Information sharing will also benefit from this common risk management, offering thus new or enhanced Threat Intelligence, Cyber Crisis anticipation and Situational awareness capabilities.

### (DE-)IDENTIFICATION AND AUTHENTICATION

- **Anonymization Techniques**
  - Anonymization and De-identification techniques (104)
  
  Nowadays, several anonymous networks exist. The TOR network and the I2P network are two well-known examples. The Tor network is the most used and widely deployed anonymous system. It was originally proposed by Dingledine at al. [2] and it is based on the Onion Routing Design. Another project widely used to be anonymized is the Invisible internet Project (I2P).

- **Usability & Privacy in Authentication**
  
  - Privacy-preserving authentication (25)
    
    Privacy-preserving authentication, especially with the help of attribute-based credentials is of urgent need to preserve privacy and achieve security and accountability at the same time. With attribute-based-credentials access rights could be proven without revealing the identity. A good example are age checks which are already supported in an attribute based way by the German identity card.

  - Increased usability of authentication schemes (27)
    
    Current authentication schemes are not pretty well usable. Passwords are hard to remind, devices are easy to lose or not compatible. Even biometrics are hard to use because they require the user to pose in a certain way. On the other hand, authentication is pretty important. Hence, new, better usable schemes are required.

  - Confidential access control policies (30)
    
    To protect confidential documents, these documents are grouped into containers of similar sensitivity. Afterwards an access control policy is assigned to each container. However, this approach has certain weaknesses. For example a user who should

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What legal and economic advantages and constraints bring a management of the risk among different states and/or organizations?</td>
</tr>
<tr>
<td></td>
<td>To avoid conflicts at the borders, a harmonized legislation is required to efficiently manage first responders or law enforcement agencies. Cross-national and cross organization risk management will allow setting up strategic answers to a cyber-crisis situation. Crisis Information sharing will also benefit from this common risk management, offering thus new or enhanced Threat Intelligence, Cyber Crisis anticipation and Situational awareness capabilities.</td>
</tr>
</tbody>
</table>
## Project reference | Key research activities identified
---|---
work with one confidential document has actually access to all documents in the container. New approaches could compare the content of documents with the purpose of projects and grant access rights based on this comparison.  
**Guidelines to delegate trust (134)**  
A critical factor in the security of identification and authentication processes is the way users and organisations deal with security issues. Research could support the development of adequate management techniques and organizational procedures to ensure the correct application of identification and authentication techniques. These techniques and procedures could be defined in guidelines to delegate trust.  
- **Extending Authentication Dimensions**  
  **Multi-factor authentication (29)**  
  There are three kinds of factors for authentication: knowledge, ownership and inherent or biometric identifier. Authentication is getting more secure and more reliable, if different factors are combined. This is already widely the case with smart cards / tokens and pin codes. But other, more innovative approaches could bring authentication to the next level.  
  **Multi-owner/multi-party access control policies and techniques for automatic conflict resolution (31)**  
  In complex access control scenarios, different access control policies might contain different access rules. These conflicts have to be resolved. The two easiest ways are deny-by-default and allow-by-default. But as access control becomes more and more important, that proves not to be suitable in many cases. A more fine grained or step-wise conflict resolution is needed. If multiple parties are involved a protocol could help to negotiate access right in between the parties in case of a conflict.  
  **Distributed usage-control - policies and enforcement (32)**  
  Usage control is about controlling the circumstances of storage, usage and processing of data after access has been granted. Thereby, it extends traditional access control. The handling of usage controlled data on third party systems is restricted by the policies shipped with the data, if the enforcement is guaranteed by a usage control infrastructure. Usage control extends the sphere of control.  
**FUTURE CLOUDS**  
- **Ensuring Cloud Correctness**  
  **More accurate and efficient runtime behaviour analysis and profiling for anomaly detection in virtual environments (34)**
Malware analysis consists in extracting the runtime behaviour of malware. It supplies signatures for the identification and recovery after an attack. Before malware analysis solutions can be deployed, the runtime behaviour of the malware must be determined. Most of runtime behaviour solutions consist in emulating part of the guest operating system. However, malware authors are aware of this fact and profit from the incomplete implementation of emulations to prevent the correct operation of the runtime behaviour solution.

Proof of possession/computation (43)

Cloud’s clients store the data in cloud’s servers which are not necessarily trusted. Therefore, users would like to check if the server stores its data or whether it has been tampered with. However, it is inefficient to download all the data in order to validate its integrity [0]. Precisely, the problem of proof of possession consists into frequently, efficiently and securely verify that a server is storing faithfully its client's data [1]. Ateniese et al. [1] proposes a model called provable data possession (PDP). In this model data is pre-processed by the client, and metadata used for verification purposes is produced. Once the client précises to check its data, the server will have to respond several challenges sent by the client. Erway et al. [0] introduce a framework for dynamic provable data possession (DPDP), which extends the PDP model to support updates.

Control and enforcement across domains (45)

Most of the cloud providers have their facilities distributed across the globe. These facilities are sometimes obliged to exchange information among them, in order to supply resources or simply for statistical reasons. In these cases, information is exchanged over the Internet. This exchanged information needs to be secured and the different domain of the cloud providers must be protected of eavesdropping and leaking of information. Mechanism and diverse solutions must be implemented to re-enforce the security and to protect the facilities.

• Hypervisor Security / Virtual Environments

Formal verification of hardened (micro-)kernels (132)

The security and reliability of a computer system rely strongly on the underlying operating system (OS) kernel. The kernel is the fundamental part of an OS the system, it executes in the most privileged mode of the processor with unlimited hardware access. Consequently, any fault in the kernel implementation has the potential to undermine the correct operation of the rest of the system. Complete formal verification is the way needed to guarantee that a system is free of programming errors which can be exploited as vulnerabilities from malicious tools.
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Efficient virtual environment encryption (35)</strong></td>
<td>Users can provide services with the cloud provider infrastructures. These services include normally personal and sensitive information either for their users or the company. The cloud providers organize the services with virtual machines (VM). These VM contain the users’ information. Usually, the cloud providers resort to snapshots in order to reduce the perceived latency for the services and to be able to efficiently manage its resources. All this sensitive data, VMs and snapshots serve of encryption techniques to assure the confidentiality. The chosen encryption techniques may be as efficient as possible. The more efficient is the encryption technique, the less energy is consumed by the cloud infrastructure and the less perceived-latency for the user.</td>
</tr>
</tbody>
</table>

**HW encryption/Crypto hypervisor (36)**

As the hypervisor is critical to the correct behaviour of the cloud infrastructure, the implementation of security functions on it is essential. In this item, we deal with the implementation of hardware features to encrypt/decrypt the hypervisors and its configuration.

**Automated configuration of hypervisor security (37)**

Many hypervisor designs have been proposed. [1] proposes a hypervisor for ARM CPU architecture. [2] proposes a small hypervisor architecture, it enforces I/O security of desktop computers. The configuration of the hypervisor limits the security threats. A properly-configured hypervisor may avoid certain privileged instructions or certain memory ranges [3]. Another important threat is the large number of resources that today serves possess. The virtualized environment permits to limit these resources by the VM and in-case of need, the hypervisor may be re-configured to adapt to such needs [3].

**Fine grained role-based access control mechanisms to the hypervisor and management applications (38)**

The selective access to the hypervisor might help to prevent code execution from faulty VM. The access control should be implemented in the lowest level of the system, it means where the hypervisor is implemented. McCune et al. [1] implements a hypervisor that enforces access control [1].

**Hypervisor runtime integrity (39)**

Hypervisors play a primordial role in the security of Virtual Machines Infrastructures (VMI). However, did not turn to be completely secure [0]. Wojtczuk and Rutkowska [1] shows that Xen’s code could be modified at runtime and execute arbitrary code. Other hypervisors such as VMWARE bare-metal hypervisor have been affected by similar vulnerabilities [2].
# CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang and Jiang [3] presents a control-flow integrity solution that can be integrated into hypervisors without requiring special hardware support. This mechanism preserves itself via a self-protection mechanism.</td>
<td></td>
</tr>
</tbody>
</table>

- **Processing Encrypted Data in the Cloud**
  
  **Encrypted Searches (42)**
  
  The cloud providers support the search of keywords over the encrypted data. In this solution, documents and keywords are encrypted in a way that the server knows which documents contain a keyword. Search if possible over these keywords. At the same time, limitations should be imposed in such a way that the privacy of the keywords is maintained [0]. Golle et al. [2] propose protocols that allow conjunctive keyword queries over encrypted privacy. Li et al. [1] focus on the search of complex query over medical records while they preserve the privacy of the keywords.

- **Efficient retrieval for unstructured data in encrypted VMI (47)**
  
  Users may store malicious files into the cloud provider. As the cloud providers host a large number of information, it becomes impossible to analyse every submitted file and to apply anti-virus solutions to the entire cloud infrastructure. Thus, efficient solutions to retrieve and analyse unstructured data might be developed. Better techniques will simply an automatic reduction of the risks into the information and the infrastructure of the cloud.

- **Confidential Cloud Data Storage & Efficiency**
  
  **Legal requirements of trans-border data processing (131)**
  
  Cloud computing has a trans-national nature and the continuous flow of data between different data centres located in various parts of the globe increases the issue concerning the applicable law for the data processed in these centres. In this scenario it is in fact difficult to determine who has the effective control over the data and assumes the related liability. It is necessary to increase transparency about how data are transferred internationally as well as the interoperability between several legal requirements.

  **VM encryption (41)**
  
  As the cloud providers store sensitive information of their users, VMs and their snapshots must remain accessible only to a limited number of users. As a matter of fact, the cloud provider must implement a system to manage all the digital keys of their VMs.
Google defines a method for secure-computing where virtual-machines are classified into different types. Among them, there are sensitive virtual-machines and encrypted virtual-machines. The sensitive virtual machines handle sensitive information and have to be protected; the protection is done by encrypted virtual-machines. The last ones provide encrypted communication and prevent any kind of leak from the sensitive virtual-machines [0].

**Scalability in maintaining encrypted stored data (44)**

Users can provide services with the cloud provider infrastructures. These services include normally personal and sensitive information either for their users or the company. The cloud providers organize the services with virtual machines (VM). These VM contain the users’ information. Usually, the cloud providers resort to snapshots in order to reduce the perceived latency for the services and to be able to efficiently manage its resources. All this sensitive data, VMs and snapshots serve of encryption techniques to assure the confidentiality. The encrypted stored data will reach enormous proportions. One important feature to be considered by the cloud infrastructures is how to deal with the enormous quantity of encrypted data. The scalability of the system is essential to keep offering services and is important that the system does not spend all their resources encrypting, decrypting and sorting the information.

### FUTURE SECURITY & PRIVACY INCIDENT MANAGEMENT

- **Incident Management Infrastructures**

  **Remote security incidents and events management in the cloud (de-centralized SIEM) (63)**

  SIEMs are a natural extension to the cloud security-as-a-service (SecaaS). Organisations however fear that moving the critical information of their services online may be unreliable and eventually lose the data when the system is under attack. At the moment the Service-level agreements (SLAs) are weak and could be easily broken. Thus, with data going in an unknown direction stronger SIEMs should definitely be improved.

  **Research SIEM security hardening (64)**

  Mechanisms that make SIEM systems more resilient focus mainly on incremental resilient strategies for edge-communication nodes and core devices defences, ensuring reliable and timely data delivery in various failure scenarios. Those mechanisms also include resilient event storage and topological aspects.

- **Incident Information Sharing**

  **Mitigation/remediation strategies and standard incident response procedures and best practices (55)**

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Google defines a method for secure-computing where virtual-machines are classified into different types. Among them, there are sensitive virtual-machines and encrypted virtual-machines. The sensitive virtual machines handle sensitive information and have to be protected; the protection is done by encrypted virtual-machines. The last ones provide encrypted communication and prevent any kind of leak from the sensitive virtual-machines [0]. <strong>Scalability in maintaining encrypted stored data (44)</strong> Users can provide services with the cloud provider infrastructures. These services include normally personal and sensitive information either for their users or the company. The cloud providers organize the services with virtual machines (VM). These VM contain the users’ information. Usually, the cloud providers resort to snapshots in order to reduce the perceived latency for the services and to be able to efficiently manage its resources. All this sensitive data, VMs and snapshots serve of encryption techniques to assure the confidentiality. The encrypted stored data will reach enormous proportions. One important feature to be considered by the cloud infrastructures is how to deal with the enormous quantity of encrypted data. The scalability of the system is essential to keep offering services and is important that the system does not spend all their resources encrypting, decrypting and sorting the information. <strong>FUTURE SECURITY &amp; PRIVACY INCIDENT MANAGEMENT</strong> - <strong>Incident Management Infrastructures</strong>  <strong>Remote security incidents and events management in the cloud (de-centralized SIEM) (63)</strong> SIEMs are a natural extension to the cloud security-as-a-service (SecaaS). Organisations however fear that moving the critical information of their services online may be unreliable and eventually lose the data when the system is under attack. At the moment the Service-level agreements (SLAs) are weak and could be easily broken. Thus, with data going in an unknown direction stronger SIEMs should definitely be improved.  <strong>Research SIEM security hardening (64)</strong> Mechanisms that make SIEM systems more resilient focus mainly on incremental resilient strategies for edge-communication nodes and core devices defences, ensuring reliable and timely data delivery in various failure scenarios. Those mechanisms also include resilient event storage and topological aspects. - <strong>Incident Information Sharing</strong>  <strong>Mitigation/remediation strategies and standard incident response procedures and best practices (55)</strong></td>
</tr>
</tbody>
</table>
Mitigation strategies and response procedures are ways of introducing defence mechanisms into various systems and environments, whether it’s a complex cloud environment or a smartphone. Those strategies can be categorised into two main groups: preventive or reactive.

Preventive are understood as ensuring security by design in an information system or service. Those also include personal training and best practices for personal information maintenance such as password protection.

Reactive means are mechanisms that start their execution after an incident occurred.

### Global standard of threat information representation/exchange formats (56)

This promising concept refers to the need for structured representations of threat or cybersecurity information that are expressive, flexible, extensible, automatable and human-readable.

### Standardization of APIs for information sharing (67)

To establish effective detection and mitigation mechanisms countering various kinds of threats relies on numerous analysis components running on top of datasets, consisting of data coming from different layers of the network. To effectively share findings of such analyses, stakeholders need to unify information sharing mechanisms and APIs, what would allow automated response of defence mechanisms, especially in time-sensitive cases.

- **Incident Information Visualization**

  **Usability for monitoring and managing security information (7)**

  Information Monitoring and management means guarantying “CIA”: Confidentiality, Integrity and Availability properties for the whole data lifecycle: at rest and in transit.

  Usability is the composition of efficacy (the goal), efficiency (the means) and the user feeling (user friendly HMI).

  To deal with efficacy, information management and monitoring tools should be customized for each user’s role. And to tackle the challenge of information “CIA” management, specific solutions must be implemented for the emerging business trends of IoT, Cloud computing, Big Data, 5G, each having their own concerns and limitations (computation / storage limitation, legislation, compartmentalization, …)

  In order to increase efficiency, current monitoring solutions must avoid high false alarm rates. This metrics is the main concern of Security Operational Centre managers whose staff is overwhelmed by security events.
Finally, user impression can be greatly improved by using visual analytics and data visualization technologies to generate human-intelligible cyber situation pictures from large amount of heterogeneous information.

**Scalability in visually representing massive amounts of events and capabilities for rendering in real-time (big data visualization)** (70)

Processing very high volume of data coming from various sources results in creation of rich knowledge bases that often are central parts of certain systems. The volume of information and the rapidly changing environments makes results of such analyses difficult to access and understand for users without the necessary expertise. Thus, large datasets tend to be more readable to audience when represented by visualisation rather than a raw textual form, utilizing the knowledge derived from the data analysis, and communicating this information to a wide range of users.

**Data privacy preservation related to the information visualized** (71)

Privacy-preserving constraints on the screen-space, rather than the data space based on the analyst’s needs. The screen-space can also be infiltrated and withdraw the data portrayed. Communication of implemented privacy and security measures towards organisations and citizens should definitely occur in order to raise awareness on such issues.

- **(Big) Data Analysis for Incidents**
  
  **Research Big data techniques applied to security analytics** (59)

  Big Data enables various capabilities. This includes: forensics and the analysis of long-term historical trends; collecting data on a large scale; data storage in a scalable format; more efficient queries to understand the data better; combination of batch processing and streaming data.

- **Privacy Preserving Incident Information Processing**
  
  **Privacy-preserving analytics on top of personal data** (60)

  This refers to data sanitization techniques that enable event/alert aggregation and correlation, while maintaining privacy for affected parties, for example by means of anonymization or pseudo-anonymization of sensitive attributes.

- **Threat Intelligence and Knowledge Management**
  
  **Threat behaviour analysis and automated reasoning based on standard models and patterns** (54)

  Threat behaviour analysis is about monitoring, detecting, and reporting unusual user or system behaviour by analysing data streams that may indicate a potential threat by comparison with a normal pattern. Usually related to network traffic, behavioural...
Project reference | Key research activities identified
--- | ---
 | analytics can also be applied to upper layers data (e.g.: application layer, business layer), especially to detect insiders’ threats. Automated reasoning is concerned with the building of computing systems that automatically infer valuable statements about potential threats.
**Filtering of security-relevant events in a pre-processing phase (62)**
This refers to stateful pre-correlation and filtering techniques at the edge of a distributed monitored system (payload system) in order to early identify specific events based on the information collected and parsed (normalised).
**Alarms/alert quality and predictive security monitoring (73)**
Security data science is focused on advancing information security through practical applications of exploratory data analysis, statistics, machine learning and data visualization. Although the tools and techniques are no different than those used in data science in any data domain, this group has a micro-focus on reducing risk, identifying fraud or malicious insiders using data science. The information security and fraud prevention industry have been evolving security data science in order to tackle the challenges of managing and gaining insights from huge streams of log data, discover insider threats and prevent fraud.
**Research Item (76)**
Description (Its goal is to provide accurate, unbiased information about security vulnerabilities in computerized equipment. The core is a relational database which ties various information about security vulnerabilities into a common, cross-referenced open security data source.
Originally, vulnerability reports, advisories and exploits posted in various security lists enter the database as a new entry. The new entry contains only a title and links to entries of the same vulnerability in other security lists. However, at this stage the page for the new entry doesn't contain any detailed description of the vulnerability. After the new entries are thoroughly scrutinized, analysed and refined, descriptions of the vulnerability, its solutions and test notes are added.

- **Socio-Economic Cause of Cyber Threats**
  **Underground economy for cybercrime and exploits (135)**
Cyber-attacks, phishing and identity theft are a few of the emerging threats in the cyberspace; also tackled in our agenda extensively. Criminals follow the money and invent new ways to approach citizens and businesses. Cybercrime has now become a sophisticated market. Criminals deploy malware, spam as well as efficient exploit toolkits among others, with the aim to attract unaware citizens’ attention and unlawfully obtain data.
  **Offenders and victims of cybercrime (136)**
Who is an offender and who is a victim? To prove such any of the two, national legal systems need to understand and be able to comprehend the way offenders operate. Judges and prosecutors have to be trained to see the facts and clues as portrayed in code. Training thus remains of significant importance.

Also, to include the fact that offenders may be proven to be victims and the other way around. It is hard to prove who is who, when the sophistication of the attack is so well executed.

**Socio-economic forces that fuel the spread of malware (137)**

The economic stagnation and its social consequences that have been striking Europe for the past 7 years, can lead to increasing cyber-criminal acts. When citizens are unable to provide for their families, they will learn new ways to get the money. Thus, many young and unemployed citizens learn how to deploy malware and not only.

Also, malware deployment can be induced because of major societal changes like for example elections.

**CYBER SECURITY AND PRIVACY ENGINEERING**

- **Security and Privacy by Design**
  - **Modular approach to security by design (74)**
    
    Engineering and design methodology and tools that promote security and privacy as first class concepts while designing the whole system starting from the very early stage of the process. Security by design, or alternately secure by design, means that the software has been designed from the ground up to be secure. In this case, security is considered as a main feature. Exemplary modules for security by design are the principle of least privilege, automated theorem proving, code reviews and unit testing, defence in depth, default secure settings, audit trails tracking.
  
  - **Security and Privacy test driven and agile methods for SW development (75)**
    
    Software development process that relies on the repetition of a very short development cycle; first the developer writes an (initially failing) automated test case that defines a desired improvement or new function, then produces the minimum amount of code to pass that test, and finally refactors the new code to acceptable standards.

- **Automated Security & Code Analysis**
  - **Formal specification of security flaws patterns (77)**
A programming paradigm is a fundamental style of computer programming, serving as a way of building the structure and elements of computer programs. Programming languages can support one or multiple programming paradigms. For example programs written in C++ or Object Pascal can be purely procedural, or purely object-oriented, or contain elements of both paradigms. Software designers and programmers decide how to use those paradigm elements. Just as different groups in software engineering advocate different methodologies, different programming languages advocate different programming paradigms. Many programming paradigms are as well known for what methods they forbid as for what they enable. For instance, pure functional programming forbids using side-effects; structured programming forbids using go-to statements. Partly for this reason, new paradigms are often regarded as doctrinaire or overly rigid by those accustomed to earlier styles. Avoiding certain methods can make easier to prove theorems about a program’s correctness, or simply to understand its behaviour.

Examples of high-level paradigms include:

- Aspect-oriented software development
- Domain-specific modelling
- Model-driven engineering
- Object-oriented programming methodologies
- Search-based software engineering
- Service-oriented modelling
- Structured programming
- Top-down and bottom-up design

**Efficient, reliable and verifiable code analysis techniques (78)**

Capabilities and styles of various programming languages are defined by their supported programming paradigms; some programming languages are designed to follow only one paradigm, while others support multiple paradigms. Programming paradigms that are often distinguished include imperative, declarative, functional, object-oriented, procedural, logic and symbolic programming. With different paradigms, programs can be seen and built in different ways; for example, in object-oriented programming, a program is a collection of objects interacting in explicitly defined ways, while in declarative programming the computer is told only what the problem is, not how to actually solve it.

**New tools to support code analysis with enhanced visualization (79)**

Software visualization is concerned with the static visualization as well as the animation of software artefacts, such as source code, executable programs, and the data they manipulate, and their attributes, such as size, complexity, or dependencies. Software visualization techniques are widely used in the areas of software maintenance, reverse engineering, and re-
### Project reference

<table>
<thead>
<tr>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>engineering, where typically large amounts of complex data need to be understood and a high degree of interaction between software engineers and automatic analyses is required.</td>
</tr>
<tr>
<td>• Software &amp; Hardware Assurance</td>
</tr>
<tr>
<td>Machine learning techniques for prediction of potential known vulnerabilities in the code at design/implementation phase (81)</td>
</tr>
<tr>
<td>Machine learning techniques are commonly found in security tools designed to look for anomalous activity. Two common implementations of machine learning are used by intrusion detection and spam filtering. Intrusion detection products make use neural networks and support vector machine algorithms. Spam filters typically uses Bayesian techniques. In both cases, the tools learn what is normal versus what is not and raise alerts when anomalous features are encountered.</td>
</tr>
<tr>
<td>Automatic tools for software assurance metrics collection -i.e. security and privacy- (82)</td>
</tr>
<tr>
<td>Tools implementing software assurance (SA) metrics and checks can help software developers produce software with fewer security vulnerabilities. Such tools can also help identify malicious code and poor coding practices that lead to vulnerabilities. From requirements capture through design and acceptance to operation monitoring, we can improve results using validated metrics and well-characterized tools.</td>
</tr>
<tr>
<td>Software assurance visualization tools (84)</td>
</tr>
<tr>
<td>Software visualisation refers to the visualisation of information of and related to software systems and their development process by means of static, interactive or animated 2-D or 3-D visual representations of their structure, execution, behaviour, and evolution.</td>
</tr>
<tr>
<td>Software assurance (SwA), as introduced before, is the level of confidence that software is free from vulnerabilities, and that the software functions in the intended manner.</td>
</tr>
<tr>
<td>For software-intensive systems, a preventive dynamic and static analysis of the potential vulnerabilities is required, and holistic, system-level understanding is recommended. As stated by Gary McGraw &quot;Design flaws account for 50% of security problems. One can't find design defects by staring at code. A higher-level understanding is required. That's why architectural risk analysis plays an essential role in any solid software security program.&quot;</td>
</tr>
<tr>
<td>• Usability for Secure and Privacy-Aware Systems</td>
</tr>
<tr>
<td>Usability in Security Engineering by Design (83)</td>
</tr>
<tr>
<td>Human-Computer Interaction studies the ways in which humans make, or make not, use of computational artefacts, systems and infrastructures. In so doing, much of the research in the field seek to 'improve' human-computer interaction by improving</td>
</tr>
</tbody>
</table>
the `usability' of computer interfaces. How `usability' is to be precisely understood, how it relates to other social and cultural values and when it is, and when it may not be a desirable property of computer interfaces is increasingly debated. The tools used in the security engineering process itself need better usability to software development with short time to market characteristics.

**Usability and performance aspects in secure and privacy-preserving systems design (85)**

Privacy by Design as the present methodology for developing privacy-preserving and secure IT systems aims to reduce security vulnerabilities already in the early requirement analysis phase of software development. Incident reports show, however, that not only an implementation of a model bears vulnerabilities but also the gap between rigorous view of threat and security model on the world and real view on a run-time environment with its dependencies. Dependencies threaten reliability of information, and in case of personal information, privacy as well. With the aim of improving security and privacy during run-time, this work proposes to extend Privacy by Design by adapting an IT system not only to inevitable security vulnerabilities but in particular to their users' view on an information exchange and its IT support with different, eventually opposite security interests.

**INTERNET OF THINGS**

- **Operation in resource constrained environments**

  **New scalable mechanisms of identity management for IoT (88)**

  Identity management approaches like single sign-on require the exchange of large amounts of credentials if bandwidth or accessibility of the central authorization server is limited, this approach won’t work. This is pretty often the case for IoT. Hence, new mechanisms need to be developed.

  **Ultra-lightweight cryptology for IoT and mobile computing (18)**

  In the last years, the Internet of Things (IoT) and the mobile computing has gained a momentum. As these devices handle sensitive information, they require security solutions to be implemented on them. However, these devices possess a limited number of resources and the use of common cryptology algorithms such as AES is not feasible [2]. Several ultra-lightweights block ciphers have been proposed. Shibutani et al [1] proposes PICCOLO. Bogdanov et al [2] summarizes the hardware requirements of these techniques and present their own algorithm: PRESENT. There is still room for improvement regarding performance and energy consumption.

  **IoT Maintenance**

  **Over the air update (OTA) (90)**
Devices in the IoT are spread over large areas, mostly without wired network. As they do need updates for new functionality and security reasons, such updates have to be shipped wireless (over the air) in a secure way. It has to be achieved that a device only downloads and installs trusted updates. Additionally, it has to be guaranteed that the update is successful within certain time limits (availability of the device and availability of the update server is required).

- **Authentication & Identity Management for IoT**
  Secure, scalable and reliable device-to-device and device-to-user authentication (24)

  Device to device (D2D) communication will be as important as device to user communication pretty soon. As devices are embedded into various environments and used for a multitude of purposes, secure, scalable and reliable authentication is of urgent need. Especially the internet of things and CIS cannot be imagined without such technologies.

  Secure and scalable device-to-device authentication methods able to avoid or at least minimize any human interaction. (91)

  As devices should interact as autonomous as possible in IoT, human interaction in authentication should be avoided as far as possible. Additionally, authentication with human interaction does not scale at all. It is important that users trust the authentication mechanisms even without interaction. The item is related to research item 24.

  Ubiquitous identity management in mobile and IoT scenarios (92)

  As stated in item 88, there are specific concerns for identity management in mobile and IoT scenarios. The ubiquity of identity management poses threats for the privacy of users of identified items. These threats has to be dealt with.

- **Collaborative Surveillance**
  Interactive video surveillance systems (86)

  There are special requirements towards the data protection and transparency in video surveillance. If all video cameras are equipped with a display that shows the current processing of the video data, transparency is improved. A bi-directional video channel to the operator can be established via the display as well. Additionally, by taking advantage of smartphones, status information of surveillance systems can be requested and personal preferences uploaded.

MOBILE COMPUTING

- **Secure & User Friendly Mobile Platforms**
<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile sandboxing and related security aspects (93)</td>
<td>Sandboxing limits the execution environment of code. It is common in web applications and also part of modern mobile operating systems. But it is not under full control of the user and, hence, not adapted to the individual security and privacy needs.</td>
</tr>
<tr>
<td>Trustworthy mobile platforms (94)</td>
<td>A trustworthy mobile platform is equipped with a separate cryptographic unit and a secure memory for trustworthy certificates and cryptographic keys, such a trusted module is a requirement for multiple mobile applications such as secure mobile payment or secure communication.</td>
</tr>
<tr>
<td>User friendly solutions for privacy awareness and protection (97)</td>
<td>Mobile operating systems are already more secure than most systems used on desktop PCs. But security and privacy settings are sometimes hidden or not compatible with the use cases of applications. Intuitive security would help users to make the best out of their devices. In mobile computing, it is not always clear for the user which personal identifiable information is collected, processed and transferred by applications. There is a need for tools which increase the awareness for data flows and at the same time allow the user to protect his most sensitive data.</td>
</tr>
<tr>
<td>• Linkage of Mobile Platforms with the Environment</td>
<td>Secure and privacy aware linkage of smart mobile devices and cloud services (98)</td>
</tr>
<tr>
<td>Secure and privacy aware linkage of smart mobile devices and cloud services (98)</td>
<td>Smart mobile devices tend to outsource processing of complex tasks to the cloud due to the lack of processing power. Data is shared via the cloud because of availability considerations. But the transfer of data to and from mobile devices to and from the cloud is not always secure and seldom respects the privacy of person concerned. In the future, there should be ways how smart devices could link anonymously to the cloud, request anonymously location based information and share data with other devices in a privacy respecting and secure way.</td>
</tr>
<tr>
<td>Cyber-physical authentication in mobile payments (101)</td>
<td>Mobile payment has three major benefits: the ubiquity of the devices, the availability of a trusted token and the availability of sensors for biometric authentication. The combination of the last two with online network capabilities is called the cyber-physical approach. Authentication in mobile payment build thereupon could improve acceptance as well as security.</td>
</tr>
</tbody>
</table>
**BIG DATA**

- **Security and Privacy for Big Data**
  
  **Privacy Preserving Data Mining (102)**

  Nowadays, users store a large number of information into the Internet. Sometimes, two parties owning confidential information may require performing a data mining algorithm on the union of these databases without leaking sensitive information. Privacy preserving data mining is a technique developed for this task. For using this mechanism, sensitive data such as name or addresses should be erased and any kind of sensitive knowledge should be excluded too. However, selective data modification and sanitation is a NP-Hard problem [1]. Many heuristics have been provided to solve this problem and they are summarized in [1]. Lindell and Pinkas [2] have proposed a mechanism which uses decision trees and the ID3 algorithm. Agrawal and Srikant [3] propose another mechanism and they include a quantitative measure to evaluate the privacy offered by the method.

- **Secure protocols for big data processing (128)**

  Big data processing requires the exchange of large amounts of data. There is a need to establish secure protocols for the exchange of these data. These protocols have to be fast and flexible enough to support big data needs.

- **Provenance of big data (129)**

  Big data is an approach to deduce new information out of huge amounts of rather boring data. If the created information might lead to major decisions, the provenance of the underlying data is important to verify the results of big data processing.

- **Protection against internal and external data theft (130)**

  If big data is processes, it has to be stored as well. The more data is stored, the bigger is the risk that data might be stolen. Hence, big data has especially to cope with internal and external data theft.

**CRITICAL INDUSTRIAL SYSTEMS**

- **Prevention of Chain Effects in CIS**

  Identifying the risks and consequences of a successful attack to SCADA systems (112)
### CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Project reference</th>
<th>Key research activities identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Industrial systems are interlinked with each other. And a successful attack on one system could affect others. These interdependencies need to be modelled and analysed. CEP could help to detect and prevent effects when happening.</td>
</tr>
<tr>
<td><strong>Availability of CIS (133)</strong></td>
<td>Disruptions in SCADA systems can have disastrous consequences as they represent the “control levers” of any industrial control system (ICS) and thus of CISs such as, for example, nuclear plants, water supply systems, energy supply systems and transportation systems. Availability of the SCADA network and its elements is critical for secure operation, therefore security of these systems need a high priority level.</td>
</tr>
<tr>
<td><strong>Liability of CIS (138)</strong></td>
<td>Liability is a comprehensive legal term that describes the condition of being actually or potentially subject to a legal obligation. Depending on the environment on which software operates, there can be potential legal issues that may need to be considered. Critical Industrial Systems is a glaring example of where the potential risks can be in high number as well as characterised by their potential disastrous effects including loss of life. Although this is a known concept, there is a need to understand which and how processes, techniques and tools can be improved in order to address properly liability risks, which means mainly: assessing, mitigating or more in general, managing them in a more systematic manner.</td>
</tr>
</tbody>
</table>

### ONLINE TRUST AND TRANSPARENCY FOR PRIVACY

**Data provenance tracking for personal identifiable information (118)**

Transparency - the right to know who knows what when and on which occasion about me, is a fundamental right of the European Charta. One instrument of data protection is the right to information/access. Data provenance can provide this information. Personal data is annotated when collected and its provenance is continuously updated while processed.

**Interactive privacy dashboards (119)**

The more online products one uses, the more data they collect about everything one does online (e.g., search history, emails, websites one reads). A privacy dashboard will give you a high-level summary of everything a company knows about you by virtue of products used. A privacy dashboard is interactive if you can directly use it to correct and delete such information and if you can dynamically surf through the information flows happened.

**Privacy preserving online social networks (PPOSN) (122)**
Privacy preserving online social networks do not collect more information than necessary for providing the social network service. It is even possible to use the network pseudonymous. A PPOSN allows fine grained access and/or usage control and the deletion of personal information at every time. PPOSN may be distributed, allowing to store personal information on a server of choice or even on personal devices.

Table 10. Key research activities as derived from other Research Agendas.
Appendix V – Other Research Agendas

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workshop held by the Trust and Security Unit at DG Connect on “Challenges, technological gaps and necessary research directions related to cyber security”</td>
<td>European Commission</td>
<td>Page 123 red book, see above, Syssec Project</td>
<td>2012</td>
<td>To brainstorm on the challenges, technological gaps and necessary research directions related to cyber security and the best suited instruments to implement the task.</td>
</tr>
</tbody>
</table>

### Reference Table

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/ Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artemis Strategic Research Agenda 2011, ARTEMIS European Technology</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform, Artemis Industry Association</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NESSoS, Network of Excellence on Engineering Secure Future Internet</td>
<td>European Commission</td>
<td><a href="http://www.nessos-project.eu/media/deliverables/y2/NESSoS-D4.2-PartII-Roadmap.pdf">http://www.nessos-project.eu/media/deliverables/y2/NESSoS-D4.2-PartII-Roadmap.pdf</a></td>
<td>2012</td>
<td>The document presents the NESSoS research roadmap Secure Service Engineering. The roadmap has been set up in the specific context of the Fi. As this paradigm is emerging new security needs for its services and applications will be needed. This will mean that new research topics will have to be addressed or some others should be emphasized. The document contains a set of topics that the NESSoS consortium considers as important for research in the coming years.</td>
</tr>
<tr>
<td>Software Services and Systems, (2012), D4.2 Part II: Engineering Secure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future Internet Services: A Research Manifesto and Agenda from the NESSoS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FIRE, Facilitate Industry and Research in Europe, (2014), Gateway to</td>
<td>European Commission</td>
<td><a href="http://www.trustworthyictonfire.com/images/documents/deliverables/Research_agenda.pdf">http://www.trustworthyictonfire.com/images/documents/deliverables/Research_agenda.pdf</a></td>
<td>2014</td>
<td>The aim of this paper is to report on the workshops undertaken by partners. The objective of the workshops was to stimulate future collaboration between researchers and industry in each of the Themed areas: energy, finance, health and mobile communications. A series of workshops was organized with industry-led research challenges set by the pan-Cluster Industry Working Groups. The aim of the meetings was to spur research collaboration and pull-through in strategically important areas. Focus on barriers to research.</td>
</tr>
<tr>
<td>trustworthy ICT innovations in Europe, Pancluster strategy and research</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>agenda and EC recommendations, FP7 project</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Organisation/ Country</td>
<td>URL</td>
<td>Date</td>
<td>Goal of the document</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>---------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Future Internet Assembly (FIA), (2011), Towards Framework 8: Research Priorities for the Future Internet</td>
<td>European Commission</td>
<td><a href="http://fisa.future-internet.eu/images/0/0c/Future_Internet_Assembly_Research_Roadmap_V1.pdf">http://fisa.future-internet.eu/images/0/0c/Future_Internet_Assembly_Research_Roadmap_V1.pdf</a></td>
<td>2011</td>
<td>The document captures the ideas and contributions of the FIA community on the important research topics that should be addressed for the Framework Programme 8 Research Programmes broadly grouped around three main concerns; economic and business interests; societal interests and challenges; technical disruptions and capabilities. This roadmap is primarily concerned with identifying research that can be carried out in the second half of this decade and which will have an impact in 2020 and beyond.</td>
</tr>
<tr>
<td>European Defense Agency, EVERIS, (2013), ppt presentation on the Cyber Defence Research Agenda (CDRA)</td>
<td>European Defence Agency</td>
<td><a href="https://www.eda.europa.eu/docs/default-source/eda-factsheets/2015-02-10-factsheet_cyber-defence">https://www.eda.europa.eu/docs/default-source/eda-factsheets/2015-02-10-factsheet_cyber-defence</a></td>
<td>2013</td>
<td>Cyberspace today is often described as the fifth domain of warfare equally critical to military operations as land, sea, air, and space. Success of military operations in the physical domains is increasingly dependent on the availability of, and access to, cyberspace. The armed forces are reliant on cyberspace both as a user and as a domain to achieve defence and security missions</td>
</tr>
<tr>
<td>Reference</td>
<td>Organisation/ Country</td>
<td>URL</td>
<td>Date</td>
<td>Goal of the document</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>----------------------------------------------------------------------</td>
<td>-------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>European Research Cluster on the Internet of Things, O. Vermesan, P. Friess, P. Guillemin, S. Gusmeroli, H. Sundmaeker, A. Bassi, I. Jubert, M. Mazura, M. Harrison, M. Eisenhauer and P. Doody,(2011) Internet of Things, Strategic Research Roadmap, 2011</td>
<td>European Commission</td>
<td><a href="http://www.internet-of-things-research.eu/sra.htm">http://www.internet-of-things-research.eu/sra.htm</a></td>
<td>2011</td>
<td>In the vision of the Cluster, technologies such as the Internet Protocol, Communication Technologies, Embedded Devices and Applications, are part of Internet of Things (IoT) and are enablers of implementing the concept of Internet of Things in different applications. The IERC strategic research agenda is addressing these challenges, considering and integrating the different point of views and differentiating between the IoT from the other concepts and trying to identify the research needs for the implementation and deployment of IoT applications.</td>
</tr>
<tr>
<td>INCO-Trust project, coord. By Waterford Institute of Technology, Clarke, et. al, (2010), The INCO-Trust Final Recommendations Report.</td>
<td>European Commission</td>
<td><a href="http://www.inco-trust.eu/media/D3_1_report.pdf">http://www.inco-trust.eu/media/D3_1_report.pdf</a></td>
<td>2010</td>
<td>This report is comprised of the final recommendations of the ICT Trust and Security Unit’s INCO-Trust project, providing a roadmap in the form of strategic and tactical recommendations for the FP7/H2020 calls specifically related to building international cooperation for trustworthy ICT.</td>
</tr>
<tr>
<td>Kert, M, Lopez, J., Markatos, E. and B. Preneel, State-of-the-art of Secure Landscape, version 2, October 2014, NIS Platform, Working Group 3</td>
<td>European Commission</td>
<td>[NISL15] <a href="https://resilience.enisa.europa.eu/nis-platform/shared-documents/wg3-documents/research-landscape-deliverable-v2/view">https://resilience.enisa.europa.eu/nis-platform/shared-documents/wg3-documents/research-landscape-deliverable-v2/view</a></td>
<td>2015</td>
<td>Provides an overview of basic technologies and for each technology the current status and the research challenges. The scope is broad, ranging from metrics in cybersecurity to cryptography. Several stakeholders have been engaged to draw up this research agenda such as the Steering Committee of the NIS, the Working Group 3, the NIS constituency and other contributors. In this version of the document it however is not clear how many experts have contributed</td>
</tr>
</tbody>
</table>

Table 11. Other Research Agendas from Europe.
# CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bos, H., Etalle, S., Fransen, F. &amp; E. Poll, (2013), National Cyber Security Research Agenda II</td>
<td>Netherlands Organisation for Scientific Research (NWO), Government of the Netherlands</td>
<td><a href="http://www.iipvv.nl/sites/stw.demo.infi.nl/mediabank/NCSRA-II.pdf">http://www.iipvv.nl/sites/stw.demo.infi.nl/mediabank/NCSRA-II.pdf</a></td>
<td>2013</td>
<td>This research agenda, like the previous version, is a strategic document that provides a frame of reference for the research challenges and opportunities for the wider field of cyber security, so that it may help to align and synchronise the various ICT security research initiatives in the public and private sector in the Netherlands (similar to the first agenda, however, this version has extra priorities.)</td>
</tr>
<tr>
<td>Koppelman, B., (2013), Cyber security research and its commercialisation: a vision for the UK</td>
<td>The Royal Society, UK</td>
<td><a href="http://www.doc.ic.ac.uk/~mrh/trust2013_r_d/Trust2013_R&amp;D_Koppelman_slides.pdf">http://www.doc.ic.ac.uk/~mrh/trust2013_r_d/Trust2013_R&amp;D_Koppelman_slides.pdf</a></td>
<td>2013</td>
<td>The document presents a vision for cybersecurity research, to support the UK’s cybersecurity strategy – however, the document is very brief and doesn’t really state anything new</td>
</tr>
<tr>
<td>The Royal Society, (2013), Emerging cybersecurity research challenges</td>
<td>The Royal Society, UK</td>
<td><a href="http://royalsociety.org/uploadedFiles/Royal_Society_Content/policy/projects/cybersecurity-research/2013-11-20-cybersecurity-research-challenges.pdf">http://royalsociety.org/uploadedFiles/Royal_Society_Content/policy/projects/cybersecurity-research/2013-11-20-cybersecurity-research-challenges.pdf</a></td>
<td>2013</td>
<td>The goal of the document is to present the research challenges in cybersecurity research. However, the document is mostly about research challenges, instead of research activities/presenting a SRA.</td>
</tr>
</tbody>
</table>
# CYBERSECURITY STRATEGIC RESEARCH AGENDA

## Table 12. Other Research Agendas from European Countries.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communications Security Establishment Canada (CSEC), 2013, Cyber Security Research and Experimental Development Program</td>
<td>Communications Security Establishment Canada, Canada</td>
<td><a href="http://www.cse-cst.gc.ca/its-sti/publications/jro-bcr/csredp-prdecs-eng.html">http://www.cse-cst.gc.ca/its-sti/publications/jro-bcr/csredp-prdecs-eng.html</a></td>
<td>2013</td>
<td>In response to Canada’s Cyber Security Strategy (CCSS), this paper offers a research and experimental development program description required to establish a secure, stable and resilient information technology infrastructure. Informed by national and international strategies, roadmaps and problem book, a research context for investigating the cyber security challenge is presented. In addition, a set of guiding principles are formulated to ensure the cyber security research program addresses the desired improvements, outcomes, and guidance stated in CCSS. The document provides guiding principles, describes a programmatic approach to address the challenge overall and then defines specific cyber security related problems.</td>
</tr>
<tr>
<td>Reference</td>
<td>Organisation/ Country</td>
<td>URL</td>
<td>Date</td>
<td>Goal of the document</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------------</td>
<td>-----</td>
<td>------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Cyber Security Division Program Areas, 2013, Website, Cyber Security Research and Development</td>
<td>Homeland Security, USA</td>
<td><a href="http://www.dhs.gov/csd-program-areas">http://www.dhs.gov/csd-program-areas</a></td>
<td>2013</td>
<td>The “Cyber Security Division Program Areas” document has been written by the U.S. Department of Homeland Security, S&amp;T’s Cyber Security Division (CSD). The CSD leads the government’s charge in funding cybersecurity research and development (R&amp;D), which results in deployable security solutions and implementation of an aggressive cybersecurity research agenda encompassing the full lifecycle of technology—research, development, test, evaluation, and transition to practice—to produce unclassified solutions that can be implemented in both the public and private sectors.</td>
</tr>
<tr>
<td>Douglas Maughan, (2010), The need for a national cybersecurity research and development agenda</td>
<td>Homeland Security, USA</td>
<td><a href="http://dl.acm.org/citation.cfm?id=1646365&amp;picked=formats&amp;CFID=301652025&amp;CFTOKEN=28756393">http://dl.acm.org/citation.cfm?id=1646365&amp;picked=formats&amp;CFID=301652025&amp;CFTOKEN=28756393</a></td>
<td>2010</td>
<td>Maughan’s article is a summary of the cybersecurity research priorities. However, he doesn’t really state anything new: all of the 10 points he presents, have been mentioned in previous reports as well.</td>
</tr>
<tr>
<td>King, S.E., (2011), Cyber S&amp;T Priority Steering Council, Research Roadmap for the National Defence Industrial Association Disruptive Technologies Conference</td>
<td>Department of Defence, USA</td>
<td><a href="http://oai.dtic.mil/oai/oai?verb=getRecord&amp;metadataPrefix=html&amp;identifier=ADA554675">http://oai.dtic.mil/oai/oai?verb=getRecord&amp;metadataPrefix=html&amp;identifier=ADA554675</a></td>
<td>2011</td>
<td>The goal of the document is to present a research roadmap for the National Defense Industrial Association Disruptive Technologies Conference. The document has been set up in the form of a PowerPoint presentation.</td>
</tr>
<tr>
<td>The Information Technology &amp; Innovation Foundation, D. Castro, (2012) The Need for an R&amp;D Roadmap for Privacy, Washington</td>
<td>Communications Security Establishment Canada, Canada</td>
<td><a href="http://www2.itif.org/2012-privacy-roadmap.pdf">http://www2.itif.org/2012-privacy-roadmap.pdf</a></td>
<td>2012</td>
<td>The goal of the document is to allow policymakers to craft a privacy Research &amp; Development agenda that can help researchers identify key problems, research program managers allocate funds appropriately, and policymakers understand current technology challenges. (The document is mostly about the need for a privacy R&amp;D agenda. The</td>
</tr>
</tbody>
</table>
### Table 13. Other Research Agendas from Countries outside Europe.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robert E. Crossler, Allen C. Johnston, Paul Benjamin Lowry, Qing Hu, Merrill Warkentin, Richard Baskerville, (2013), Future directions for behavioural information security research Computers &amp; Security, Volume 32, February 2013, Pages 90-101</td>
<td>Mississippi State University, USA University of Alabama at Birmingham, USA, City University of Hong Kong, China, Iowa State University, USA, Georgia State University, USA</td>
<td>Volume 32, February 2013, Pages 90-101 Link: <a href="http://www.sciencedirect.com/science/article/pii/S0167404812001460">http://www.sciencedirect.com/science/article/pii/S0167404812001460</a></td>
<td>2013</td>
<td>The purpose of the paper is to highlight future directions for Behavioural InfoSec research. The ensuing paper presents information about challenges currently faced and future directions that Behavioural InfoSec researchers should explore. Five themes for future research were identified through this process. Following this, other scholars in the Behavioural InfoSec and Information Systems community were consulted regarding their insight to future research directions for Behavioural InfoSec research. These insights were combined with the categories identified from the workshop and expanded upon in this paper.</td>
</tr>
<tr>
<td>Kim-Kwang Raymond Choo, (2011), The cyber threat landscape: Challenges and future research directions, Computers &amp; Security, Volume 30, Issue 8, November 2011, Pages 719-731</td>
<td>School of Computer and Information Science, University of South Australia, Australia</td>
<td><a href="http://www.sciencedirect.com/science/article/pii/S0167404811001040">http://www.sciencedirect.com/science/article/pii/S0167404811001040</a></td>
<td>2011</td>
<td>To mitigate cyber criminal risks and make informed decisions about cyber security, Choo believes it is essential to have a clear understanding of the threat landscape and look ahead to future offending in the online environment. His paper seeks to contribute to a better understanding of this ever-evolving cyber threat landscape by providing a snapshot of several risk areas (mainly focusing on financially-motivated cyber criminal activities). Criminological theories based on choice theories can be applied to explain cyber crime. However, he does not provide tangible research challenges (stays at a rather abstract level) and therefore the usefulness for current research is limited.</td>
</tr>
<tr>
<td>Rich Goyette, Yan Robichaud, and Francois Technology innovation</td>
<td><a href="http://timreview.ca/article/715">http://timreview.ca/article/715</a></td>
<td>2013</td>
<td>In the article, the authors outline a research agenda designed to begin addressing this deficit and to move information</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Organisation/ Country</td>
<td>URL</td>
<td>Date</td>
<td>Goal of the document</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------</td>
<td>-----</td>
<td>------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Nance, K. &amp; D.J. Ryan, (2011), Legal Aspects of Digital Forensics: A Research Agenda, Proceedings of the 44th Hawaii International Conference on System Sciences</td>
<td>University of Alaska Fairbanks, iCollege of the National Defence University</td>
<td><a href="http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&amp;arnumber=5719007">http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&amp;arnumber=5719007</a></td>
<td>2011</td>
<td>The paper builds on previously published topical research agendas for digital forensics and introduces a preliminary research hierarchy for legal issues associated with digital forensics. The goals of this research effort are to 1) help researchers identify the significant challenges associated with the legal aspects of digital forensics and 2) further develop communities of researchers that can work together to contribute to the legal body of knowledge associated with digital forensics.</td>
</tr>
</tbody>
</table>
# CYBERSECURITY STRATEGIC RESEARCH AGENDA

<table>
<thead>
<tr>
<th>Reference</th>
<th>Organisation/ Country</th>
<th>URL</th>
<th>Date</th>
<th>Goal of the document</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanislav, T. &amp; L. Miclea, (2012), Cyber-Physical Systems - Concept, Challenges and Research Areas, Control Engineering and Applied Informatics</td>
<td>Automation Department, Technical University of Cluj-Napoca, Cluj-Napoca, Romania</td>
<td><a href="http://ceai.srait.ro/index.php/ceai/article/view/1292/968">http://ceai.srait.ro/index.php/ceai/article/view/1292/968</a></td>
<td>2012</td>
<td>Starting from the definition of CPS, the paper discusses the need for these systems implementation in various application domains and the research challenges for defining an appropriate formalism that represent more than networking and information technology - the information and knowledge will be integrated into physical objects. As CPSs are expected to play a major role in the design and development of future engineering systems, a short state of the art regarding the main CPS research areas (generic architecture, design principles, modelling, dependability, and implementation) ends the paper.</td>
</tr>
<tr>
<td>Padhy, R. et al, Cloud Computing, Security Issues and Research Challenges, IJCSITS paper</td>
<td>Padhy, R. et al. Oracle India Pvt. Ltd., Berhampur University, India, ANITS, Sanivasala, India</td>
<td><a href="http://www.ijcsits.org/papers/Vol1no22011/13vol1no2.pdf">http://www.ijcsits.org/papers/Vol1no22011/13vol1no2.pdf</a></td>
<td>2011</td>
<td>Article sets out some relevant security issues related to cloud computing. However, some of the challenges defined are not research challenges but observations of problems. In some cases translation of problems into research challenges (what kind of research is needed?) is lacking.</td>
</tr>
<tr>
<td>Vermesan, O., et al., Internet of Things Strategic Research Roadmap, in: Internet of Things Vision, CERP-IoT, Cluster of European Research Projects on the Internet of Things.</td>
<td>Vermesan, O., et al. CERT-IoT</td>
<td><a href="http://www.internet-of-things-research.eu/pdf/IoT_Cluster_Strategic_Research_Agenda_2011.pdf">http://www.internet-of-things-research.eu/pdf/IoT_Cluster_Strategic_Research_Agenda_2011.pdf</a></td>
<td>2012</td>
<td>Sets out the research challenges related to the Internet of Things. Provides a clear overview, however not only related to security and privacy issues but to all kind of Internet of Things research challenges. Scope very broad and therefore the security and privacy challenges not very specific (too general.)</td>
</tr>
<tr>
<td>CYSPA, European Cyber Security Protection Alliance,</td>
<td>Atos</td>
<td><a href="http://www.cyspa.eu/files/imagegallery/Reports/CYSPA_D3%202_V2.00.pdf">http://www.cyspa.eu/files/imagegallery/Reports/CYSPA_D3%202_V2.00.pdf</a></td>
<td>2014</td>
<td>Document describes how expected future results from research contribute to decreasing cyber disruption and</td>
</tr>
<tr>
<td>Reference</td>
<td>Organisation/Country</td>
<td>URL</td>
<td>Date</td>
<td>Goal of the document</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------</td>
<td>-----</td>
<td>------</td>
<td>----------------------</td>
</tr>
<tr>
<td>D3.2. Analysis of Upcoming Research results</td>
<td></td>
<td></td>
<td></td>
<td>building trust. It provides insight into current research projects funded by the EU commission, Japanese government and US government. The report gives an overview of the current research projects rather than the remaining research challenges found in these projects.</td>
</tr>
</tbody>
</table>

Table 14. Other Research Agendas from International Institutions.